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                                PREFACE

IV. International Rimar Congress of Pure, Applied Sciences was organized
by Igdir University in collaboration with Rimar Academy. The primary
objective of this event was to compile and disseminate valuable scientific
knowledge and make a meaningful contribution to the future.

A substantial number of researchers from both local and international
backgrounds demonstrated their interest in this conference. The
scientific committee meticulously reviewed the submissions and
ultimately accepted a select group of applicants—48 in total—of whom 44
were approved by the scientific committee.

The core of this conference was the presentation of 33 full research
papers, while the remaining articles and research findings are set to be
featured in forthcoming issues of the MINAR Journal.

I would like to extend my sincere appreciation to all the contributors and
scholars who played an essential role in making this conference a
resounding success. Your dedication and valuable contributions are
deeply respected and acknowledged.
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Abstract 

By examining many exterior aspects, morphology offers crucial classification criteria for plants. Vitex agnus-

castus L. (Chaste tree) and Tecoma stans (Yellow bells) which are fantastic for the landscaping of the house 

were chosen in the current study. Some parts of these two plants were examined to investigate morphological 

features to facilitate their recognition in our gardens and not be confused with other plants. Important 

morphological variations appeared in chaste tree flowers colors. This plant appeared to have different varieties 

which have flowers (white, Pink. Purple) in colors. The morphology of flowers. fruits and seeds for the two 

plants revealed an important taxonomical feature. On the other hands. Trichomes appeared in the male 

reproductive organ for the two plants. Despite the modern approach in botany the morphology represents the 

basic and important study to identify different plants species and varieties.      

Keywords: Lamiaceae, Chaste Tree, Cultivated Plants, Tecoma Stans. 
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Introduction 

Morphological studies, which focused on vegetative and reproductive characteristics 

create a profile of the plant that can be used to identify species, varieties, cultivars and make 

broad comparisons. Adding beauty and intrigue to any environment is one of the main 

advantages of ornamental plants. In gardens and parks, ornamental plants can be used to create 

colorful displays that attract visitors and provide a peaceful and relaxing atmosphere. 

Ornamental plants may enhance indoor spaces in houses by adding color and texture. They can 

also help to improve indoor air quality and purify the air  [1]. Vitex agnus –castus L. which is 

called (Monk pepper,chaste tree) belongs to order lamiales and lamiaceae family is a lovely 

deciduous tree with a maximum height of (6 -7) meters, and spreads over River banks in 

southern Europe, the countries of the Mediterranean, Central Asia and the Middle east [2].  

For over 2500 years, the fruits of this plant have been used to treat a range of gynecologic 

issues in ancient Egypt, Greece, Iran, and Rome. Additionally, it has been used for its purported 

ability to lower libido [3]. The leaves and fruits of V. agnus castus are suitable candidates to be 

used in food as flavor and spice, and the berries can be used in place of pepper in traditional 

Persian medicine [4,5]. The fruit has been suggested as a hormone-like treatment for 

menstruation problems, as well as for digestive diseases, antiepileptic, carminative, energizer, 

sedative, anticonvulsant, and tranquilizer [6,7]. According to various countries' traditional 

medical practices, this plant is used to cure eye conditions, spasmodic dysmenorrhea, 

inadequate lactation, acne, snakebites, scorpion stings, stomachaches, and as an antispasmodic 

[8, 9].  

Tecoma stans L. is a common upright shrub belongs to the Bignoniaceae family and the 

Lamiales order. Other English names for this plant include trumpet flower, yellow bells, yellow 

elder, and Piliya in India  [10]. This significant medicinal plant has long been used to cure a 

wide range of illnesses. It has been utilized in South and Latin America to lower blood sugar 

levels. This plant's roots, leaves, and bark have all been utilized in herbal medicine for a number 

of reasons. Bark exhibits modest cardiac tonic and smooth muscle relaxing properties. 

Applications include the experimental management of yeast infections, diabetes, digestive 

issues, and other medical conditions. It has a number of substances that are known to have 

catnip-like effects on cats. This plant's root is said to have strong diuretic and tonic properties. 

To treat snake and rat bites, the root is ground and used externally, a small amount are also 

consumed internally [11,12]. 
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Since the morphology of medicinal plants which are cultivated in gardens represent an 

important field for identification the proper species so this research aimed to describe some 

parts of these plants. 

Material and methods 

Samples of Vitex agnus-castus and Tecoma Stans which were investigated in this study 

were collected from gardens. This research was done by using (Dissecting Microscope, Light, 

needles, forceps and graph paper).   

Results and discussion  

1.Vitex agnus-castus (chaste tree): 

Leaves: 

The leaves are light aromatic and arranged oppositely. Leaves are usually Palmately 

compound  which consist from (5-6) leaflets. The leaflets shape is lanceolate with entire 

margins, have dark green color in the upper surface and light green to gray color in the lower 

surface. (fig.1). 

 

 

 

 

 

Figure 1: Leaf shape of Vitex agnus-castus 

The inflorescence is axillary, raceme consist from numerous opposite florets with 

cymose arrangement (mixed inflorescence) (fig. 2 A). Corolla shape is tubular to funnel. The 

color is lilac to purple. It consists from 5 petals (one large and the others are small) The corolla 

is bilabiate, the outside surface is pubescent and the calyx is shorter than corolla with hairy or 

woolly surface consist from 5 teeth (fig. 2 B).  
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Figure 2: Shape of Vitex agnus-castus: A: inflorescence and  B:flower 

On the other hand one of an important morphological variations appeared in chaste tree 

flowers colors. This plant  may have different varieties with flowers (white, Pink. Purple) in 

colors (fig.3).  

 

 

 

 

 

 

 

Figure 3: Different colors in chaste tree flowers 

On the other hand Adamov and Rendyuk (13),  point out that earlier researches that 

described the varieties and forms of chaste trees based on bloom color had a new perspective 

in current taxonomy that took into account the ancient infra species rankings as being equivalent 

to V. agnus-castus. 

Androecium consist from four stamens didynamous. Filament base contains long hairs 

at the point of corolla attachment (fig.4 A )The anther is oblong to elliptic with violet color  

contains glandular hairs at the edge. (fig.4 B)  

 

 



Full Text Book of International Rimar Congress of Pure, Applied Sciences 4 

 
 

 

5  

 

 

 

 

 

 

 

 

Figure 4: Shape of Vitex agnus-castus:A: hairy filament base  and  B:glandular hair in anther 

Gynoecium: consist from round yellow ovary and the style is elongated and purple in 

color, the stigma is divided into two parts from the anterior end (fig.5).  

 

 

 

 

 

 

 

Figure 5: Shape of Vitex agnus-castus pistil 

Fruit: the shape of fruit is ubovate to globular (fig.6), the color is dark brown to black 

and it has a persistent  grey calyx that is delicately hairy with small terminal teeth. The chaste 

tree's fruit contains a number of secondary metabolites that are crucial to human health, 

including flavonoids, phenol carboxylic acids, and terpenoids, which are the primary 

constituents of essential oil..[13] 
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Figure 6: Shape of Vitex agnus-castus fruit 

2. Tecoma  stans:  

An evergreen tree with compound leaves that are bright green all year round. Phyllotaxy 

is opposite and it is pinnately compound (imparipinnate) made up of  (5 to 11) leaflets, the leaf 

margin is serrate and the venation is pinnate, the shape of each leaflet is lanceolate to ovate ( 

fig.7 ). 

 

 

 

 

 

 

Figure 7: Shape of Tecoma stans leaf. 

Inflorescence is raceme (fig 8 A). The flowers have five lobed petals and a bell to funnel 

shape (fig.8 C).The Corolla color is bright yellow with vertical crimson stripes  along  the  inner  

throat. The corolla, which has five petals and resembles a trumpet, emerges from the calyx. The 

calyx is uniformly long and 5-dentate ( figure  8 B ) .  
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Figure 8: Shape of Tecoma stans: A:Inflorescence,  B:Calyx,  C:Corolla 

Androecium: four stamens with a sagittate anther and a didynamous form (fig. 9 

A).There are glandular hairs at the base of the filaments. The petals are connected to this 

foundation..(fig.9 B  ). 

 

 

 

 

 

Figure 9: Shape of Tecoma stans: A:anther,  B:  hairs in the base of the filament.80X 

Gynoecium: ovary slightly elongate with long filiform style and stigma consists of the 

two lobes (figure 10 ).  

 

 

 

 

 

 

Figure 10: Shape of Tecoma stans Pistil 



IV. International Rimar Congress of Pure, Applied Sciences 

 
 

 

8  

 

Figure 12: Anastatica hierochuntica 

Fruit and seeds: 

The fruit is Capsule (linear and tapering) at the ends, surface lenticellate (fig.11A). These 

pods contain seeds  with wings hyaline- membranaceous, sharply appear from the seed 

body.(fig.11 B) 

 

 

 

 

 

Figure 11: Shape of Tecoma stans: A:Fruit , B:Seed 

Tecoma stans is taxonomically complicated, due to its morphological variability critical 

morphological study determined two sub species; T. stans var. angustata and var. stans. Stem 

anatomical characters are also found important to distinguish the varieties within the species 

[14]. It is crucial to understand the morphological characteristics and even common names of 

ornamental plants, which can serve as significant living elements in urban areas.  

For instance, Vitex agnus-castus L. is a fragrant tree that is widely used as a medicinal 

plant in the Middle East and Europe. [15]. In Iraq, this plant is commonly referred to as 

"Maryam's palm" because of its complex palmate leaves, which have several leaflets that 

resemble an open hand numbering system (5-7) and uneven leaflets that resemble fingers while 

according to local herbalists and even certain studies [16] ; the common name of the plant 

Anastatica hierochuntica is Mary hand (fig.12)         
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Conclusions 

Cultivated and ornamental plants represent significant living components of urban 

environments, and if the right species are employed, they can provide important ecosystem 

services like shade, beauty and preserve soil and air quality.Despite the modern approach in 

botany the morphology represent the basic and important study to identify different plants 

species and varieties.        
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Abstract 

bind to androgen receptors and function either as agonists, partial agonists, or antagonists. One of them is a 

new brand known as (RAD-140). There are limited clinical studies evaluating the pharmacokinetics profile, 

adverse effects, and drug interactions of RAD 140 on body organs. This task aims to evaluate the histological 

effect of this supplement on testes of albino rats. Methods: eighteen of albino rats were randomized into 2sets; 

the control set of 3 rats, and the test set which contained 15 rats, scattered into 5 subsets of 3 animals for each, 

individually got a daily mouth dosage of 0.3 ml of the following concentrations of drug (1.25 mg/ml, 2.5 mg/ml, 

5 mg/ml, 10 mg/ml, 20 mg/ml) respectively. After 45 days of dosing, the animals were sacrificed, testes had 

been isolated, fixed in formalin, dehydrated in   ethanol, and cleared in xylol. The fixed tissues were embedded 

in wax and cut into thin section of 5 μm which then were attached to glass slides and stained with routine 

stain(H&E) and being ready for microscopic examination. Results: The current outcome showed that after 45 

days of RAD 140 doses, there were dose-dependent alterations in the morphology and histology of the testes. 

The study found that different concentrations of Rad 140 were associated with different degrees of structural 

alterations in the testes tissue. Conclusion: the result of this study provides a proof of testes toxicity due to 

RAD140 usage. This leads us to suggest the using of the lowest possible amount of RAD140 to minimize its 

harmful effect. Extra investigation is needed to understand the mechanisms behind rad 140's effects on other 

body organs and to validate these findings in human. Overall, caution is advised in RAD 140 use, especially 

concerning testes health. 

Keywords: Androgenic Steroids, Anabolic, RAD 140, Toxicity, Selective Androgen Recep 
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Introduction 

RAD140 is a member of the class of new androgenic medicines known as selective 

androgen receptor modulators (SARMS). As its term infers, SARM encourages the 

development of flexible bones and muscles while having less of an effect on the receptors found 

in tissues that are dependent on testosterone, such as the skin, prostate, and testis. SARMs 

brands vary in structure and are primarily they are non-steroidal in origin.  

The agonistic action on the androgen receptor (AR) is a characteristic shared by all 

SARMs. Despite being tissue selective, SARMs have attracted profuse concern in the medical 

field over 20 years ago because they are thought to be a potential therapeutic avenue for 

conditions involving bone damage, weakness, or muscle atrophy because they promote muscle 

growth and strength, which is advantageous for those seeking for performance-enhancing 

ingredients, especially in resistance sporting such as weightlifting or bodybuilding [1 , 2 ]. 

Similar to androgens, SARMs enter the cytoplasm and displace heat shock proteins' 

androgen receptor. After they bonded, they travel to the nucleus where they bind to androgen 

response elements (ARE) to function as transcription factors. Different co-regulatory proteins 

assist in shaping and modifying the transcriptional response, depending on the tissue type and 

the cell's regulatory environment [3]. 

SARMs have been investigated as possible therapies for multiple sclerosis, Alzheimer's 

illness, osteoporosis, cancer, sexual dysfunction, and muscle atrophy, and recently they have 

been included in a number of supplements targeted in athletes. Potential adverse outcomes 

including erythrocytosis, prostate enlargement, hepatotoxicity, aromatization to estrogen, and 

testicular atrophy, frequently limit their therapeutic usage [4, 5]. 

SARMs have also been shown to change liver function, lower endogenous testosterone, 

and impact cholesterol levels. According to recent pharmacological reports, SARMs offer a 

wide range of potential clinical uses and show promise for the safe treatment of breast cancer, 

prostate cancer, benign prostatic hyperplasia, cachexia, and hypogonadism [6, 7]. 

The new brand RAD 140 is found to have many advantages for the fact that it is tissue 

selective, but little is known about its disadvantages since its mechanism is not well 

understood[8].  

In breast cancer, oral prescription of RAD140 significantly repressed the growth of 

AR/ER+ breast cancer patient-derived xenografts (PDX). Stimulation of AR and suppression of 

https://farmaciajournal.com/wp-content/uploads/2018-05-art-03-Miklos_Muntean_758-762.pdf
https://www.mdpi.com/2218-1989/12/7/666
https://aacrjournals.org/clincancerres/article-abstract/23/24/7608/79963
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ER trail, together with the ESR1 gene, were noticed during RAD140 treatment. Co-dosage of 

RAD140 and Palbociclib showed enhanced efficiency in the AR/ER+ PDX models. In line with 

efficacy, a subset of AR-repressed genes associated with DNA replication is suppressed with 

RAD140 treatment, an effect apparently enhanced by concurrent administration of Palbociclib. 

This leads to a conclusion that RAD140 is a potent AR agonist in breast cancer cells with a 

distinct mechanism of action including the AR-mediated repression of ESR1, it impedes the 

growth of multiple AR/ER+ breast cancer PDX models as a single agent, and in combination 

with Palbociclib [9].  

SARMs products cannot however be sold to the general public as dietary supplements, 

and no claims about their advantages may be made. It is uncertain how SARMs in general 

interact with other substances, such as alcohol and other narcotics, especially when used in high 

doses over an extended period of time. Even though it is known that the treatment of RAD140 

may be associated with side effects on body organs, but the effects on testes tissue are not 

determined precisely [10, 11]. Therefore, this assignment has been designed to evaluate the 

consequence of different concentrations of one of these brands; the RAD140, on testis tissues 

of rats.  

Materials and Methodology 

A cluster of eighteen, six-week-old male albino rats, weighting (250-350gm) were 

selected and reserved under optimal environmental conditions. They were randomized into 

2sets; the control set of 3 rats, received regular lab nutrients without treatment. And the test set 

which contained 15 rats, scattered into 5 subsets of 3 animals for each, individually got a daily 

mouth dosage of 0.3 ml of the following concentrations of drug (1.25 mg/ml, 2.5 mg/ml, 5 

mg/ml, 10 mg/ml, 20 mg/ml) respectively. After 45 days of dosing, the residual rats sacrificed 

and testes had been isolated, fixed in 4% formaldehyde solution, dehydrated in growing 

sequences of ethanol, and cleared in xylol, the fixed tissues were embedded in wax and cut into 

thin section of 5 μm which then were attached to slides and stained with routine stain and being 

ready for microscopic examination.   

Results 

Control animals: The microscopic appearance of the testes in control group showed normal 

structure of seminiferous tubules that appear with normal Sertoli cells, with cytoplasm that 

extends between the germ cells, numerous germ cells, small basophilic oblong spermatozoa are 

https://aacrjournals.org/clincancerres/article-abstract/23/24/7608/79963
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seen toward the center lumen of the tubules. Also, there is an active spermatogenesis that 

appear 

 with normal Leydig cells which seen as pink in color in the interstitial tissue (figure1). 

 

Figure 1: section in testes of control animals showing normal structure of seminiferous tubules. 

A: active spermatogenesis that appear with normal Leydig cells (H&E stain, 40X). 

B: normal structure of seminiferous tubules that appear with normal sertoli cells. (H&E 

stain, 10X). 

1. Effect of 1.25 mg/ml and 2.5 mg/ml doses of drug on testes tissues: 

The histopathological changes in these subgroups were identical and characterized by 

focal atrophy of testicular tubules, and mild area of orchitis that seen with atrophy 

spermatogonia (figure 2 A). In some sections we recorded loss of germ cells, with remaining 

tall pinkish (eosinophilic) color of sertoli cells (figure 2 B). 
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Figure 2A: sections of testes of subgroups 1 and 2 showing focal atrophy of testicular tubules, 

and mild area of orchitis that seen with atrophy spermatogonia(H&E stain, 40X). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2B: sections of testes of subgroups 1 and 2 showing loss of germ cells, with remaining tall 

pinkish (eosinophilic) color of sertoli cells (H&E stain, 40X). 
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2. Effect of 5 mg/ml dose of drug on testes tissues: 

histopathological changes in this group showed atrophic testicular tissue demonstrated 

with loss of germ cells and orchitis with pinkish color of sertoli cells associated with fibrocytes′ 

infiltration in the peritubular and interstitial regions. In other section there is a mild 

desquamation of the epithelial lining that generated the spermatids (figure 3 A, B & C). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: sections of testes of subgroups 3 showing: A: atrophic testicular tissue that monstrated 

with loss of germ cells. B: orchitis with still remaining pinkish color of sertoli cells associated ith 

fibrocyte infiltration in the peritubular and interstitial regions. C: mild desquamation of the 

epithelial lining that generated the spermatids. (H&E stain, 40X). 

3. Effect of 10 and 20 mg/ml doses of drug on testes tissues: 

The histopathological changes in these subgroups were similar but with severe pattern in 

subgroup5 (20mg/ml). The changes included severe desquamation and loss of the epithelial 

A 

B 

C 



IV. International Rimar Congress of Pure, Applied Sciences 

 
 

 

17  

 

lining that generated the spermatid, severe infiltration of inflammatory cell within interstitial 

tissue and congestion of blood vessels (figure 4 A and B). other section revealed epithelial 

metaplasia of epithelial lining to give shape near from cuboidal to flatted like cell. In some 

sections spermatocyte appeared large with vesicular nuclei, and pale watery cytoplasm (Figure4 

C and D). 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: sections of testes of subgroups 4&5 showing: A: severe desquamation and loss of the 

epithelial lining that generated the spermatid. B: severe infiltration of inflammatory cell within 

interstitial tissue and congestion of blood vessels (H&E stain, 40X). 

 

 

 

 

 

  

 



Full Text Book of International Rimar Congress of Pure, Applied Sciences 4 

 
 

 

18  

 

 

 

 

 

 

 

 

 

Figure 4: C and D showing epithelial metaplasia of epithelial lining to give shape near from 

cuboidal to flatted like cell.  (H&E stain, 10X). 

Discussion 

Over the past ten years, there has been an increasing public health concern about the 

increased recreational use of performance-enhancing drugs (PEDs), such as SARMs and GH 

secretagogues, which are marketed as commercially available supplements. This is due to a lack 

of knowledge about the negative effects of these drugs. The majority of PEDs are currently 

used by non-athletes in the form of these supplements, despite the fact that their use has 

historically been linked to elite athletes. These supplements frequently include unapproved and 

unreported ingredients, which raises the possibility of unfavorable side effects [12].  

In this work, different concentrations of one of these supplements; RAD 140 were 

examined and how it affected the testis tissue of male albino rats. Our findings showed that 

after 45 days of RAD 140 doses, there were dose-dependent alterations in the morphology and 

histology of the testes. The study found that different concentrations of Rad 140 were associated 

with different degrees of structural alterations in the testes tissue. Higher doses produced more 

noticeable effects, whereas lower doses had lesser effects. The observed histological changes 

suggest that the testes′ cellular composition and structural integrity changed in response to RAD 

140 exposure. Comparing our results with existing researches can deepen our understanding of 

RAD 140's impact on testes health and inform clinical decisions [13]. A study by Budaya et al 

2024, found no differences in testosterone levels, prostate mass, or the ratio of fibromuscular 

stroma to epithelium area in rats undergoing bilateral orchiectomy and placebo surgery with the 

administration of SARM RAD140[14]. 
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The FDA has not approved selective androgen receptor modulators (SARMs), and it is 

against the law to get SARMs for personal use. However, the usage of SARMs by recreational 

sportsmen is growing in popularity. The safety of recreational SARM users is seriously 

threatened by recent case reports of tendon rupture and drug-induced liver damage (DILI) [15]. 

In the past two to three years, there have been numerous instances of severe adverse effects that 

could endanger life or limb. Younger men in particular have been using SARMs more 

frequently, perhaps as a result of the rise in popularity of numerous fitness influencers on social 

media [16]. Healthcare providers should be aware of the possible adverse effects on health and 

advice individuals accordingly, especially those using SARMs without medical supervision 

[17].   Since the negative effects of using SARMs, including possible impacts on fertility, have 

not been investigated, the growing interest in these medications is worrying and more research 

is required [18].    

One of our case study's limitations is that we were incapable to make extra discussion 

down to the shortage of former tasks about the effect of RAD140 on testes, this limited the 

interpretation of the current outcome.    

Conclusion 

The result of this study provides a proof of testes toxicity due to RAD140 usage. This 

leads us to suggest the using of the lowest possible amount of RAD140 to minimize its harmful 

effect. Extra investigation is needed to understand the mechanisms behind rad 140's effects on 

other body organs and to validate these findings in human. Overall, caution is advised in RAD 

140 use, especially concerning prostate health. 

 

 

 

 

 

 

 

 



Full Text Book of International Rimar Congress of Pure, Applied Sciences 4 

 
 

 

20  

 

References: 

[1] Miklos, a., tero-vescan, a., vari, c. E., ősz, b. E., filip, c., rusz, c. M., & muntean, d. L. (2018). 

Selective androgen receptor modulators (sarms) in the context of doping. Farmacia, 66(5), 758-

762. [link] 

[2] Wagener, f., euler, l., görgens, c., guddat, s., & thevis, m. (2022). Human in vivo metabolism and 

elimination behavior of micro-dosed selective androgen receptor modulator rad140 for doping 

control purposes. Metabolites, 12(7), 666. [link] 

[3] Solomon, z. J., mirabal, j. R., mazur, d. J., kohn, t. P., lipshultz, l. I., & pastuszak, a. W. (2019). 

Selective androgen receptor modulators: current knowledge and clinical applications. Sexual 

medicine reviews, 7(1), 84-94. [link] 

[4] Thevis, m., piper, t., beuck, s., geyer, h., & schänzer, w. (2013). Expanding sports drug testing assays: 

mass spectrometric characterization of the selective androgen receptor modulator drug candidates 

rad140 and acp‐105. Rapid communications in mass spectrometry, 27(11), 1173-1182.[link] 

[5] Hoffmann, d. B., derout, c., müller-reiter, m., böker, k. O., schilling, a. F., roch, p. J., ... & komrakova, 

m. (2023). Effects of ligandrol as a selective androgen receptor modulator in a rat model for 

osteoporosis. Journal of bone and mineral metabolism, 41(6), 741-751. [link] 

[6] Yu, z., he, s., wang, d., patel, h. K., miller, c. P., brown, j. L., ... & saeh, j. C. (2017). Selective 

androgen receptor modulator rad140 inhibits the growth of androgen/estrogen receptor–positive 

breast cancer models with a distinct mechanism of action. Clinical cancer research, 23(24), 7608-

7620. [link] 

[7] Yu, z., he, s., brown, j., miller, c., saeh, j., & hattersley, g. (2017). Rad140, an orally available 

selective androgen receptor modulator, inhibits the growth of ar/er positive breast cancer cell line-

and patient-derived xenograft models. Cancer research, 77(13_supplement), 3608-3608.[link] 

[8] Leung K, Yaramada P, Goyal P, Cai CX, Thung I, Hammami MB. RAD-140 Drug-Induced Liver 

Injury. Ochsner J. 2022 Winter;22(4):361-365. doi: 10.31486/toj.22.0005. PMID: 36561105; 

PMCID: PMC9753945. 

[9] Yu, z., he, s., wang, d., patel, h. K., miller, c. P., brown, j. L., ... & saeh, j. C. (2017). Selective 

androgen receptor modulator rad140 inhibits the growth of androgen/estrogen receptor–positive 

breast cancer models with a distinct mechanism of action. Clinical cancer research, 23(24), 7608-

7620. [link] 

[10] Burmeister, m. A., fincher, t. K., & graham, w. H (2020). Recreational use of selective androgen 

receptor modulators. Us pharm, 45(60), 15-8.  [link] 

[11] Solomon, z. J., mirabal, j. R., mazur, d. J., kohn, t. P., lipshultz, l. I., & pastuszak, a. W. (2019). 

Selective androgen receptor modulators: current knowledge and clinical applications. Sexual 

medicine reviews, 7(1), 84-94. [ link] 

[12] Solomon ZJ, Mirabal JR, Mazur DJ, Kohn TP, Lipshultz LI, Pastuszak AW. Selective androgen 

receptor modulators: current knowledge and clinical applications. Sex Med Rev. 2019;7(1):84‐

94. [DOI] [PMC free article] [PubMed] [Google Scholar] 

[13] Chong S, Woolnough CA, Koyyalamudi SR, Perera NJ. Reversible Gynecomastia and 

Hypogonadism Due to Usage of Commercial Performance-Enhancing Supplement Use. JCEM 

Case Rep. 2024 Aug 14;2(8):luae148. doi: 10.1210/jcemcr/luae148. PMID: 39145153; PMCID: 

PMC11321837.  

[14] Budaya TN, Nurhadi P, Anita KW, Nugroho P, Dhani FK. Effect of selective androgen receptor 

modulator RAD140 on prostate and testosterone levels in Wistar strain rats with bilateral 

orchidectomy. Med J Indones [Internet]. 2024Jul.24. 

https://farmaciajournal.com/wp-content/uploads/2018-05-art-03-Miklos_Muntean_758-762.pdf
https://www.mdpi.com/2218-1989/12/7/666
https://academic.oup.com/smr/article-abstract/7/1/84/6830828
https://doi.org/10.1016/j.sxmr.2018.09.006
https://pmc.ncbi.nlm.nih.gov/articles/PMC6326857/
https://pubmed.ncbi.nlm.nih.gov/30503797/
https://scholar.google.com/scholar_lookup?journal=Sex%20Med%20Rev&title=Selective%20androgen%20receptor%20modulators:%20current%20knowledge%20and%20clinical%20applications&volume=7&issue=1&publication_year=2019&pages=84-94&pmid=30503797&doi=10.1016/j.sxmr.2018.09.006&


IV. International Rimar Congress of Pure, Applied Sciences 

 
 

 

21  

 

[15] Vignali, J. D., Pak, K. C., Beverley, H. R., DeLuca, J. P., Downs, J. W., Kress, A. T., Sadowski, B. 

W., & Selig, D. J. (2023). Systematic Review of Safety of Selective Androgen Receptor 

Modulators in Healthy Adults: Implications for Recreational Users. Journal of 

Xenobiotics, 13(2), 218-236. https://doi.org/10.3390/jox13020017 

[16] Vasireddi, N.; Hahamyan, H.A.; Kumar, Y.; Ng, M.K.; Voos, J.E.; Calcei, J.G. Social media may 

cause emergent SARMs abuse by athletes: A content quality analysis of the most popular 

YouTube videos. Physician Sportsmed. 2022, 51, 175–182. [Google Scholar] [CrossRef] 

[PubMed] 

[17] Christiansen AR, Lipshultz LI, Hotaling JM, Pastuszak AW. Selective androgen receptor 

modulators: the future of androgen therapy? Transl Androl Urol. 2020 Mar;9(Suppl 2):S135-

S148. doi: 10.21037/tau.2019.11.02. PMID: 32257854; PMCID: PMC7108998. 

[18] Efimenko IV, Chertman W, Masterson TA, Dubin JM, Ramasamy R. Analysis of the growing public 

interest in selective androgen receptor modulators. Andrologia. 2021 Dec;53(11):e14238. doi: 

10.1111/and.14238. Epub 2021 Sep 12. PMID: 34510504. 

https://doi.org/10.3390/jox13020017
https://scholar.google.com/scholar_lookup?title=Social+media+may+cause+emergent+SARMs+abuse+by+athletes:+A+content+quality+analysis+of+the+most+popular+YouTube+videos&author=Vasireddi,+N.&author=Hahamyan,+H.A.&author=Kumar,+Y.&author=Ng,+M.K.&author=Voos,+J.E.&author=Calcei,+J.G.&publication_year=2022&journal=Physician+Sportsmed.&volume=51&pages=175–182&doi=10.1080/00913847.2022.2108352&pmid=35912528
https://doi.org/10.1080/00913847.2022.2108352
http://www.ncbi.nlm.nih.gov/pubmed/35912528


IV. International Rimar Congress of Pure, Applied Sciences 

 
 

 

22  

 

Modeling the Count Panel Data for Vehicle Accidents in Iraq 

 

 Ban Ghanim Al-Ani 1 

 

 

 

 

 

 

 

                                                           

  http://dx.doi.org/10.47832/RimarCongress04-3  

1  Department of Statistics and Informatics, College of Computer Science and Mathematics, University of 

Mosul, Iraq  drbanalani@uomosul.edu.iq  

 © 2025 The Author(s). This 

open access article is 
distributed under a Creative 

CommonsAttribution (CC-

BY) 4.0 license. 

 

 

 

 

Abstract 

Poisson model is one of the most common types of probabilistic models for modeling count data. Therefore, 

this paper aims to apply Poisson model to panel data of vehicle accidents. This paper studies the extent to which 

vehicle accidents respond to changes in both the number of registered vehicles and population density in 15 

Iraqi Governorates during (2015-2023) by applying three types of Poisson panel data models (pooled, fixed-

effects, and random-effects). The Chow and Hausman tests have been conducted to compare the three models; 

the results show that the fixed effects model is the best among the other models. The results also showed that 

there is a cross-section dependency among the governorates, and all the variables are stationary in their levels. 

According to the best fitted model (fixed effects Poisson regression), the probability of vehicle accidents 

positively responds significantly and greatly to the number of registered vehicles, and for every 1,000 additional 

vehicles  registered, there will be a 3.5% increase in the expected vehicle accidents number. Also, the  

probability of vehicle  accidents responds positively and significantly to the increase in population density, and 

for every extra 1,000 people in population density, the number of expected vehicle accidents will  increase  by 

0.9%. 

Keywords: Vehicle Accidents, Panel Count Models, Pooled Poisson Regression Model, Fixed Effects Poisson 

Regression Model, Random Effects Poisson Regression Model. 
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Introduction 

Several studies have addressed the modelling of vehicle accidents using classical 

regression models. For example, in a study conducted to investigate factors causing road 

accidents in India and to reduce the severity of accidents, a dynamic model was developed to 

show the effect of human factors, roads, vehicles and the environment on road accidents. It  was  

found  that 95% of road accidents were  caused by  human factors [1]. Another study used a 

linear regression model to investigate the causes of motorcycle accidents in Arusha and 

Kilimanjaro of Tanzania. It was found that the factors of driver experience, tarmac road 

condition and driver personal status were strongly correlated with the number of motorcycle 

accidents [2]. Similarly, a logarithmic linear regression model was used in a study to  identify 

the main factors causing road accidents in Türkiye. The study examined vehicle  defects, road  

defects, driver  defects, passenger  errors, and pedestrian  errors. It was found that road  defects 

had the least impact, while driver defects had the greatest  impact on traffic  accidents [3]. The 

development of statistical models of count data has received considerable attention from 

researchers, and perhaps one of the pioneering works in this area is the work of Hausman, et. 

al. (1984) to derive a variety of models for panel count data, including a fixed-effects and 

random-effects regression models. This model has been widely used in modelling panel count 

data for traffic accidents [4]. To identify the important factors contributing to traffic accidents, 

many researchers have attempted to develop statistical models for this purpose. Several 

statistical models have been developed for time series data [5], cross-sectional data [6], and 

panel data [7,8,9]. One such study focused on modelling Malaysian road accidents using a panel 

data analysis approach. This study aims to identify the factors contributing to the traffic 

accidents in fourteen Malaysian states over the past 12 years [9]. 

Due to the non-negative random discrete integer nature of vehicle accident data, using the  

traditional linear  regression procedure will produce  unsatisfactory  statistical properties, so 

recent studies have concluded that the counting model is the appropriate  methodology  for 

modeling vehicle accidents [10,11]. The Poisson  regression  model is well suited for cross-

sectional count data [12] and the negative  binomial  regression  model is used if the count data 

is overdispersion (variance is greater than the mean) [13]. The  Inter Valued  Autoregressive  

Poisson model is used if the number of accidents  is collected  over time [14]. In the case of 

panel count data, the appropriate  models are: Pooled  Poisson  regression (PPR), Fixed-Effects 

Poisson (FEP), Random-Effects  Poisson (REP) model, and these models also can be used the 

negative binomial distribution instead of the Poisson distribution [15]. Another count model 
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that has been applied to the field of vehicle accidents is the Generalized Poisson Regression 

model, which used panel data for the period (1974–1986) on  monthly personal  road  accidents 

and their  severity  in eighteen  Norwegian  countries. This study included a large number of 

explanatory variables, namely: Traffic  density, weather, daylight, road  use (exposure), road 

investment and maintenance expenditure, accident reporting routines, vehicle inspections, seat-

belt use, proportion of inexperienced  drivers, law enforcement, and  alcohol sales. The results 

showed that the expected number of  injuries is  positively related to  rainfall, while heavy  

congestion of the road network leads to a decrease in the number of  casualties [16]. Variation 

in panel data analysis is of great importance when developing models to estimate vehicle 

accidents. In one study, count models were applied to panel data on urban and suburban road 

crashes in 92 Indiana counties during (1988–1993), both Poisson and Negative Binomial fixed 

effects models were used to develop the panel model. The results indicated that the increase the 

crashes number was correlated with increased vehicle  miles traveled, population, the 

percentage of city mileage, and the percentage of urban roads in total vehicle miles traveled [7]. 

In another study, a Fixed  and  Random  Effects Negative Binomial models derived by Hausman 

et al. (1984) was used to analyze the panel  data model, presenting a 20-year of regional  bicycle 

road and  pedestrian  accidents covering 11 areas in the UK. The results showed that the increase 

in bicycle and  pedestrian road  accidents is concentrated in low-income areas, and correlated 

with the increase in the road  network, increased spending on alcohol, and the population in 

general [17]. One work focused on  modeling  road  accident data  using a panel  data  analysis  

approach. Fixed-Effects Poisson (FEP) and Negative-Binomial (FENB) models were used to 

illustrate the dispersion of accident  data on a panel of fourteen Malaysian states during (1996-

2007). The causal factors of road  accidents were  studied, namely the number of registered 

vehicles per month in the state, rainfall  amount, number of rainy  days, time  trend, and 

seasonality  effect. All the proposed  models were  estimated, and the results showed that road 

accidents are  positively correlated with increasing number of registered  vehicles, increasing 

rainfall  amount, time. And seasonality effect indicates that the vehicle accidents is higher  in  

Oct., Nov. and Dec. months [4]. Another type of counting model that can be used to analyze 

vehicle accidents are Integer Autoregressive (INAR) model, these models were used in a study 

of annual Nigerian road traffic  fatalities  between 1950 and 2005. The main  objective  of the  

study was to come up with a class of  Integer Autoregressive (INAR) models of road-traffic 

accidents. Different types  of count  data for  time series were  considered: aggregated  time  

series data where  spatial and temporal units of observation are relatively large and 

disaggregated time series data where both the spatial and temporal units are relatively small. A 

comparison of the efficiency of INAR  models, Box -Jenkins real value models (such as 



Full Text Book of International Rimar Congress of Pure, Applied Sciences 4 

 
 

 

25  

 

ARIMA  models), Poisson and Negative Binomial (NB) models was made. The results indicate 

that the efficiency of ARIMA and INAR  Poisson  models are  quite similar in terms of model 

fit to vehicle accident data collected in a time series. However, the performance of the INAR 

Poisson model is found to be much better than that of the ARIMA model for the case of the 

disaggregated time series traffic accident data where the counts are relatively  low [18]. In 

another study to investigate the main factors of road-accidents in Tanzania and how to reduce 

them by 2030, the analysis of panel  data was  used to  allow  for  control  of  variables  that 

could  not  be  observed over time, and the Pooled Poisson model, Fixed-Effects Poisson model 

and Random-Effects were applied to evaluate the causes of road  accidents. The Fixed-Effects 

model was the best fitted to the data. The results indicated that all factors were  significant  but 

passengers and rail transit were found to be insignificant and were dropped from the final model 

[19]. 

Contribution of Current Research 

What distinguishes the current research from previous research and studies in the field of 

panel count data models lies in three main points, which are: 

1. As is known when estimating a regression model, regardless of its type, all variables 

included in it must be stationary, and this requires conducting one of the unit root tests. 

2. The use of unit root tests depends on the cross-sectional dependency. When the data is 

not cross-sectional dependency, a first-generation  unit  root tests are used, while in the case of 

cross-sectional dependency, the  second-generation unit root  tests are used, so it is necessary 

to conduct a cross-sectional dependency test before estimating the model. 

When the researcher reviewed previous studies, he found that they all did not use cross-

sectional dependency tests and unit root tests, unlike the current research, which included 

conducting these tests. 

3. This research is the first study in Iraq that deals with panel count data models and their 

application in an important life sector. 

MATERIALS AND METHODS 

1. Static Panel Data Models: 

1.1. Pooled Regression (PR) Model: 
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The simplest kind of estimator for panel data is called “pooled (or common) regression 

model”. This model simply ignores the panel data nature of the data, treating it as if it were 

cross-sectional data. This model used the ordinary least squares (OLS) method for parameters 

estimation of the model by combing time series and cross-sectional data as a one set of data 

[21]. The (PR) model equation is [20]: 

 

where 𝑌𝑖𝑡 is response (dependent) variable value of the 𝑖𝑡ℎ observation and 𝑡𝑡ℎ time, 𝛼 is 

the intercept, 𝑿𝒊𝒕 is (𝑋1,𝑖𝑡, 𝑋2,𝑖𝑡, . . . , 𝑋𝑘,𝑖𝑡), where 𝑿j,it is the value of the j𝑡ℎ predictor 

(independent) variable for the 𝑖𝑡ℎ observation , 𝜷 is (𝛽1, 𝛽2, . .. , 𝛽k)′ where 𝛽j is slope or 

coefficient at the j𝑡ℎ independent variable, N is the number of cross-sections, T is the number of 

time units, and 𝜀𝑖𝑡 is the error at the 𝑖𝑡ℎ observation and 𝑡𝑡ℎ time such that 𝜀𝑖𝑡~𝑁(0, 𝜎𝜀
2). 

1.2. Fixed-Effect (FE) Model: 

There are several ways to obtain consistent estimators, one of the simplest when there is 

a correlation between the predictors and the specific individual term is through what is called a 

“fixed effects estimator” [22]. A fixed-effects model includes estimating the panel regression 

model parameters by adding dummy variables [23]. This technique is called the Least Square 

Dummy Variable (LSDV) model. By adding a dummy variable for each individual in the panel, 

the variance between individuals that cannot be explained by other variables included in the 

model is explicitly estimated and is therefore allowed to be correlated with the predictors. To 

avoid complete multicollinearity, one of the individuals or the intercept is excluded from the 

model. In general, the FE model allows each cross-section unit i to have a distinct intercept 

regardless all slopes are the same or not. The FE model can be written, as follows: 

 

where 𝛼𝑖 is the fixed-effect of the 𝑖𝑡ℎ observation. 

1.3. Random-Effect (RE) Model: 

The random-effects model assumes that the distribution of individual effects 𝛼𝑖 is 

independent of the predictors [24]. The RE model estimates panel data using residuals that are 

not independent across individuals and time. The RE model assumes one constant 𝛼 for all 

units, and differences in the intercepts can be included in the error variable, so the error has 

new assumptions. The rationale base of the random-effects model is that unlike the fixed effects 



Full Text Book of International Rimar Congress of Pure, Applied Sciences 4 

 
 

 

27  

 

model, the variance across units is assumed to be random, unlike random-effects assume that 

the unit error is independent of the predictor [25]. 

In this model, the estimation of the parameters can be done through the Feasible 

Generalised Least Squares (FGLS) technique [26]. The (RE) model can be formulated as 

follows: 

𝑌𝑖𝑡 = 𝛼 + 𝑿𝑖𝑡𝜷 + 𝑢𝑖𝑡                                                            (3) 

where 𝑢𝑖𝑡 = 𝑣𝑖 + 𝜀𝑖𝑡 ; 𝑣𝑖 denotes to the unobservable individual-specific effects, and 𝜀𝑖𝑡 

denotes to the white noise, and 𝑢𝑖~𝑁(0, 𝜎𝑢
2). 

2. Models of Count Panel Data:  

A count random indicates the number of times an event occurs, such as monthly number 

of vehicle accidents that occurred in a particular geographic area. As with other types of 

experimental data, count data are also classified into three types: cross-sections, time series, 

and panel. Panel count data is a set of observations of a count variable that are taken from 

several sample units at multiple periods. When the response variable takes non-negative integer 

values, such as the monthly number of vehicle accidents, the daily number of patient visits to 

the doctor, etc. This means that the response variable is not normally distributed, therefore the 

commonly used models that fit such data are the Poisson  and the Negative  Binomial  models 

[8,17,27]. 

2.1. Pooled Poisson Regression (PPR) Model: 

Let (𝑌𝑖𝑡) be a variable distributed as Poisson with a probability mass function:  

f(yit; λit) =
e−λit(λit)

yit

yit!
; i=1,2,3,...,N , t=1,2,3,...,T                              (4) 

𝜆𝑖𝑡 is the expected number of 𝑦𝑖𝑡 such that  𝐸(𝑦𝑖𝑡)=𝑣𝑎𝑟(𝑦𝑖𝑡)=𝜆𝑖𝑡.  

𝜆𝑖𝑡 is positive and represent the location parameter. Define (𝜆𝑖𝑡) as an exponential 

function of a linear index of the explanatory variables 𝜆𝑖𝑡=𝐸(𝑦𝑖𝑡)=𝑒𝑥𝑝(𝒙𝑖𝑡
′ 𝜷) [28].  

In PPRM, we are modelling a log of the expected counts: 

𝑙𝑛(𝐸(𝑦𝑖𝑡)) = 𝒙𝑖𝑡
′ 𝜷 

The Logarithm of likelihood function is: 
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𝑙𝑛 𝐿(𝜷) = ∑ ∑(𝑦𝒊𝒕𝒙𝑖𝑡
′ 𝜷 − 𝑒𝑥𝑝(𝒙𝑖𝑡

′ 𝜷) − 𝑙𝑛𝑦𝑖𝑡!)

𝑇

𝑡=1

𝑁

𝑖=1

 

To maximize 𝐿(𝜷) we take: 

𝜕𝐿(𝜷)

𝜕𝜷
= 𝟎 

The Poisson maximum likelihood estimator (MLE) solves the first-order conditions: 

∑ ∑(𝑦𝑖𝑡 − 𝑒𝑥𝑝(𝒙𝑖𝑡
′ 𝜷))

𝑇

𝑡=1

𝑁

𝑖=1

𝒙𝑖𝑡 = 0                                                    (5) 

We can use Newton-Raphson or other optimization algorithms to find the solution (5). 

Finally, according to (1), the estimated (PPRM) will be: 

𝑙𝑛𝜆̂𝑖𝑡 = 𝛼̂𝑖 + 𝛽̂1𝑥1,𝑖𝑡 + 𝛽̂2𝑥2,𝑖𝑡+. . . +𝛽̂𝑘𝑥𝑘,𝑖𝑡                                        (6) 

2.2. Fixed Effects Poisson Regression (FEPR) Model:  

The conditional probability mass function of the (FEPR) model is: 

 

All characteristics of this model that do not vary with time are expressed by the individual 

heterogeneity term 𝛼𝑖. Let 𝜇𝑖𝑡 be the count variable for individual i at time t, then the expected 

value of 𝜇𝑖𝑡 is linked to regressors by: 

μ̂it ≡ E[yit|𝐱it, αi] = αiλit = exp(di + 𝐱it
′ 𝛃) ; i=1,2,3,...,N , t=1,2,3,...,T              (8) 

where, 𝑑𝑖 are cross-section dummy variables, 𝛼𝑖=𝑒𝑥𝑝(𝑑𝑖) is the individual effect, the 

conditional maximum likelihood method is used to estimate the parameters of the model [4]. 

Since 𝑦𝑖𝑡 follows the Poisson distribution, then the sum (∑ 𝑦𝑖𝑡
𝑇
𝑖=1 ) are follow the Poisson 

distribution with parameters (∑ 𝜇̂𝑖𝑡
𝑇
𝑡=1 = 𝛼𝑖 ∑ 𝜆𝑖𝑡

𝑇
𝑡=1 ). 

The estimated Parameters of the model (8) can be obtained by using the Conditional 

Maximum Likelihood (CML) method which developed by (Hausman et al., 1984), therefore, 

the Conditional Joint Mass Function (CJMF) of the 𝑖𝑡ℎ observation is [29]: 
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𝑓 (𝑦𝑖1, 𝑦12, … , 𝑦𝑖𝑇 |∑ 𝑦𝑖𝑡

𝑇

𝑡=1
) =

(∑ 𝑦𝑖𝑡
𝑇
𝑡=1 )!

(∑ 𝜆𝑖𝑡
𝑇
𝑖=1 )∑ 𝑦𝑖𝑡

𝑇
𝑡=1

∏
(𝜆𝑖𝑡)𝑦𝑖𝑡

𝑦𝑖𝑡!

𝑇

𝑡=1

 

then the conditional log-likelihood can be obtained by taking the log and summing over 

all individuals: 

𝑙𝑛𝐿 = ∑ {𝑙𝑛 (∑ 𝑦𝑖𝑡

𝑇

𝑡=1

) ! − ∑ 𝑙𝑛(𝑦𝑖𝑡!) + ∑ [𝑦𝑖𝑡𝒙𝑖𝑡
′ 𝜷 − 𝑦𝑖𝑡𝑙𝑛 (∑ 𝑒𝑥𝑝(𝒙𝑖𝑡

′ 𝜷)

𝑇

𝑡=1

)]

𝑇

𝑡=1

𝑇

𝑡=1

}

𝑁

𝑖=1

 

the estimated parameters can be obtained by solving: 

 

2.3. Random Effects Poisson Regression (REPR) Model: 

Considering the Poisson conditional probability function as in Eq.(7), alot of studies, like 

[30,31], assuming that the  individual  effects 𝛼𝑖  have a Gamma distribution with equal 

parameters (𝜃, 𝜃) and mean 1 and variance 1 𝜃⁄  [25,27]. The estimators of the REPR model 

can then be obtained through the  maximum  likelihood  function (MLF) for the ith observation 

as: 

𝑓(𝑦𝑖1, 𝑦12, … , 𝑦𝑖𝑇|𝑢𝑖𝑡, 𝒙𝑖𝑡
′ )= ∏ (

(𝜆𝑖𝑡)𝑦𝑖𝑡

𝑦𝑖𝑡!
)

𝑇

𝑡=1

[
𝜃

𝜃+ ∑ 𝜆𝑖𝑡
𝑇
𝑖=1

]

𝜃

[
Γ(∑ 𝑦𝑖𝑡

𝑇
𝑖=1 +𝜃)

Γ(𝜃)
] [𝜃+ ∑ 𝜆𝑖𝑡

𝑇

𝑖=1

]

− ∑ 𝑦𝑖𝑡
𝑇
𝑖=1

 

knowing that this model is includes the intercept merged into 𝒙𝑖𝑡
′ . The log of the MLF is: 

 

solving: 

∑ ∑ 𝒙𝑖𝑡
′ [𝑦𝑖𝑡 − 𝜆𝑖𝑡 (

𝑦̅𝑖 +
𝜃
𝑇

𝜆̅𝑖 +
𝜃
𝑇

)]

𝑇

𝑡=1

𝑁

𝑖=1

= 0                                             (10) 
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to get the estimated parameters, where 𝑦̅𝑖 = 𝑇-1 ∑ 𝑦𝑖𝑡
𝑇
𝑡=1  and 𝜆̅𝑖 = 𝑇-1 ∑ 𝜆𝑖𝑡

𝑇
𝑡=1  

3. Cross-Section Dependency and Unit Root Tests: 

3.1. Pesaran’s (CD) test: 

Consider the standard panel data model (1), it is well known that the first-generation unit 

root tests are performed regardless of the presence of cross-sectional dependency, so their 

results are inaccurate in this case. To address this problem, second-generation unit root tests are 

used. Much recent empirical research has found that panel data can be cross-sectionally 

dependent. One of the cross-sectional dependence tests is the Pesaran (CD) test, which is widely 

used to test the null hypothesis that errors are not cross-sectionally dependent. The CD test 

statistic is as follows [32]:  

𝐶𝐷 = √
2𝑇

𝑁(𝑁 − 1)
∑ ∑ 𝜌̂𝑖𝑗

𝑁

𝑗=𝑖+1

𝑁−1

𝑖=1

                                                      (11) 

where 𝜌̂𝑖𝑗 is the sample estimate of the pairwise correlation of the residuals 

𝜌̂𝑖𝑗 =
∑ 𝑢𝑖𝑡𝑢𝑗𝑡

𝑇
𝑡=1

√(∑ 𝑢𝑖𝑡
2𝑇

𝑡=1 )(∑ 𝑢𝑗𝑡
2𝑇

𝑡=1 )

                                                         (12) 

and 𝑢𝑖𝑡 is the estimate of 𝑒𝑖𝑡. Under the null hypothesis of no cross-sectional dependence,  

Pesaran (2004) concluded that 𝐶𝐷
𝑑
→ 𝑁(0,1). [33] 

3.2. Unit Root Test: 

When there is cross-sectional dependence, this needs for using one of the second-

generation unit root tests. Therefore, we shall employ Cross-sectionally Augmented IPS (CIPS) 

was proposed by Pesaran (2007). Following the work of Hurlin & Mignon (2007), the below 

notation to construct the CIPS statistic. In case of no serial  correlation, the Cross-sectionally  

Augmented  Dickey-Fuller (CADF) regression  for the ith cross-section is  defined as follows 

[34,35]: 

∆𝑦𝑖,𝑡 = 𝛼𝑖 + 𝜌𝑖𝑦𝑖,𝑡−1 + 𝑐𝑖𝑦̅𝑡−1 + 𝑑𝑖∆𝑦̅𝑡 + 𝑣𝑖,𝑡                                        (13) 

where 
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𝑦̅𝑡−1=𝑁−1 ∑ 𝑦𝑖,𝑡−1
𝑁
𝑖=1  is  the  mean of the cross-sectional average at lagged levels, and 

∆𝑦̅𝑡=𝑁−1 ∑ ∆𝑦𝑖,𝑡
𝑁
𝑖=1  is  the  mean  of the first difference for the  individual  series. 

𝐻0: all individual time series are non − stationary                          

𝐻1: at least a fraction 
𝑁𝑗

𝑁
 of individual time series are stationary 

i.e 

𝐻0:     𝜌𝑖 = 0   𝑓𝑜𝑟           𝑖 = 1,2, … , 𝑁   

𝐻𝐴 : {
𝜌𝑖 < 0  𝑓𝑜𝑟                𝑖=1,2, … , 𝑁𝑗

𝜌𝑖 = 0  𝑓𝑜𝑟  𝑖=𝑁𝑗+1, 𝑁𝑗+2, … , 𝑁
 

The CIPS test is given by [9]: 

𝐶𝐼𝑃𝑆 = 𝑁−1 ∑ 𝐶𝐴𝐷𝐹𝑖

𝑁

𝑖=1

                                                                      (14) 

where 𝐶𝐴𝐷𝐹𝑖 is the cross-sectionally augmented Dickey-Fuller statistic for the i-th cross-

sectional unit given by the to the t-ratio of 𝜌𝑖 in Eq.(13). The standard critical values at 10%, 

5%, and 1% for different T and N are  tabulated  in the appendix  of Pesaran (2007) [35]. 

4. Best Model Selection: 

4.1.  Chow’s Test: 

To decide whether the PPR model or FEPR model is more suitable for the panel data 

analysis, we use Chow  test [20]. The two hypotheses are as follows: 

𝐻0: 𝛼1 = 𝛼2 =. . . = 𝛼𝑁 = 0  𝑜𝑟 𝑡ℎ𝑒 𝑃𝑃𝑅 𝑚𝑜𝑑𝑒𝑙 𝑖𝑠 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡                          

𝐻1: 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡  𝑜𝑛𝑒 𝛼𝑖 ≠ 0 , 𝑖 = 1,2, . . . , 𝑁 𝑜𝑟 𝑡ℎ𝑒 𝐹𝐸𝑃𝑅 𝑚𝑜𝑑𝑒𝑙 𝑖𝑠 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡 

The test statistic used is: 

𝐹 =
(𝑅𝐹𝐸𝑀

2 − 𝑅𝑃𝑅𝑀
2 ) (𝑁 − 1)⁄

(1 − 𝑅𝐹𝐸𝑀
2 ) (𝑁𝑇 − 𝑁 − 𝑘)⁄

                                                     (15) 

where 𝑅𝐹𝐸𝑀
2  and 𝑅𝑃𝑅𝑀

2  are the coefficient of determination for the fixed effects model and 

pooled regression model respectively. 𝐻0 can be rejected if 𝐹 > 𝐹( 𝛼,𝑁−1,𝑁𝑇−𝑁−𝑘), so  that 

the FEPR model  is  the appropriate model. 
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4.2. Hausman’s Test: 

To decide whether the FEPR  model or REPR  model is suitable for given panel data, we 

use Huaman test  [36]. The hypotheses of this test are as follows: 

𝐻0: 𝐸(𝑢𝑖𝑡|𝒙𝑖𝑡) = 0  𝑜𝑟  𝑡ℎ𝑒 𝑅𝐸𝑀 𝑚𝑜𝑑𝑒𝑙 𝑖𝑠 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡   

𝐻1: 𝐸(𝑢𝑖𝑡|𝒙𝑖𝑡) ≠ 0  𝑜𝑟  𝑡ℎ𝑒 𝐹𝐸𝑀 𝑚𝑜𝑑𝑒𝑙 𝑖𝑠 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡   

The test statistic used is: 

𝐻 = (𝜷̂𝐹𝐸𝑀 − 𝜷̂𝑅𝐸𝑀)
,
[𝑽(𝜷̂𝐹𝐸𝑀) − 𝑉(𝜷̂𝑅𝐸𝑀)]

−1
(𝜷̂𝐹𝐸𝑀 − 𝜷̂𝑅𝐸𝑀)                      (16) 

where 𝜷̂𝐹𝐸𝑀 and 𝜷̂𝑅𝐸𝑀 are estimated slope parameter vector for the FEM and REM 

models respectively, and 𝑽(. ) stands for variance-covariance matrix. Since 𝐻~𝜒(𝑘)
2  so 𝐻0 is 

rejected if 𝐻 > 𝜒(𝑘,𝛼)
2 , so the fixed-effects model is the best model. 

5. The Data: 

The research used secondary data collected by annual statistical reports from the 

Authority of Statistics and Geographic Information Systems (ASGIS) [37]. The sample 

contains (15) Iraqi governorates over the period from Jan/2015 to Dec./2023. R-software (plm-

package) was  used to conduct the statistical analysis.  

In our research, the response variable is the number of vehicle accidents. While the 

explanatory variables, include the registered vehicles in the General Traffic Directorate and 

population size. A brief  description of the selected variables  is shown  in table 1.. 

Table 1. Data description 

Variable Type Description Unit 

ACC response 
Total vehicle accidents in each 

governorate per month 
number 

VEH explanatory 
Total registered vehicles in each 

governorate per month 
number (per 1000) 

POP explanatory 
Population size in each governorate 

per month 
number (per 1000) 
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Results And Discussion 

1. Descriptive Analysis of Vehicle Accidents: 

Figure 1 shows the annual total number of vehicle accidents during )2015-2023) 

according to the governorates. Basrah Governorate has the highest number of accidents, while 

Salah Al-Din Governorate comes last. The clear heterogeneity between the governorates is 

evident. According to the average annual growth rates of vehicle accidents number, some 

governorates witnessed a decline in the number of vehicle accidents, namely: Al-Muthanna 

0.2%, Al-Najaf 0.4%, Al-Qadisiya 1.2%, Maysan 5.1%, and Dhi Qar 5.4%. Other governorates 

witnessed a relative stability in the number of vehicle accidents, namely: Babil 1.2%, Kirkuk 

3.7%, Baghdad 4.4%, Wasit 7.2%, and Karbala 8.3%. The governorates that witnessed increase 

in the vehicle accidents number are: Nineveh 21.8%, Diyala 21.2%, Al-Anbar 12.3%, and Salah 

al-Din 12%. 

Table 2 shows the annual averages of the research variables during (2015-2023). In terms 

of the number of vehicle accidents (ACC), Basrah Governorate has the highest number with an 

average of 1,371 accidents, followed by Baghdad Governorate with an average of 1,127 

accidents, then Najaf Governorate with an average of 1,022 accidents, while Salah al-Din 

Governorate comes in last place with an average of 232 accidents. In terms of the number of 

registered vehicles (VEH), Baghdad Governorate came in first place with an average of 

2,911,400 vehicles, followed by Nineveh Governorate with an average of 417,2853 vehicles, 

then Basrah Governorate with an average of 353,124 vehicles, while Muthanna Governorate 

came in last place with an average of 118,732 vehicles. The total average number of vehicle 

accidents in all Iraqi governorates included in the study during the period (2015-2023) was 670 

accidents. 

 

 

 

 

 

 

Figure 1. Yearly total number of vehicle accidents (ACC) 
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For the number of registered vehicles (VEH), Baghdad Governorate came in first with an 

average of 2,911,400 vehicles, followed by Nineveh Governorate with an average of 417,853 

vehicles, then Basra Governorate with an average of 353,124 vehicles, while Muthanna 

Governorate came in last place with an average of 118,732 vehicles. The total average number 

of registered vehicles in all Iraqi governorates during the mentioned period was 359,342 

vehicles. As for the population (POP), Baghdad Governorate is the most density populated with 

an average of 8,353,958 people, followed by Nineveh Governorate with an average of 

3,734,273 people, then Basrah Governorate with an average of 2,989,808 people, while 

Muthanna Governorate came in last place with an average of 837,138 vehicles. The total 

average population in all Iraqi governorates during the mentioned period was 2,248,803 people. 

Figure 2. Population projections in Iraqi Governorates for (2023) 
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The distribution of the yearly number of vehicle accidents by governorates during (2015-

2023) is  shown in  Figure 3., where the  results  indicate that Basrah Governorate has a higher 

vehicle accidents than any governorates with 12,337 accidents, followed by Baghdad 

Governorate with 10,145 accidents, then Al-Najaf Governorate with 9,195 accidents. While 

Nineveh Governorate came in the penultimate place in the cumulative  vehicle accidents with 

257 accidents. Salah Al-Din Governorate is considered to have the lowest number of vehicle  

accidents with 231 accidents. The total number of vehicle accidents in all Iraqi governorates 

included in the research during  (2015-2023) amounted to 90,466 accidents. 

Table 2. The variables’ means of the research for (2015-2023) 

Government ACC VEH POP 

Al-Anbar 376.6667 262.773 1821.198 

Al-Muthanna 372.5556 118.732 837.138 

Al-Najaf 1021.667 247.099 1512.734 

Al-Qadisiya 808.2222 227.119 1327.133 

Babylon 960.8889 308.027 2122.850 

Baghdad 1127.222 2911.400 8353.958 

Basrah 1370.778 353.124 2989.808 

Diala 757.0000 253.125 1683.003 

Karbala 502.7778 167.657 1252.795 

Kirkuk 315.2222 215.633 1642.560 

Maysan 354.8889 122.153 1143.781 

Nineveh 257.4444 417.853 3834.273 

Salah Al-Din 231.5556 252.757 1639.840 

Thi Qar 740.0000 179.436 2153.749 

Wasit 854.8889 201.528 1417.230 

All 670.1185 359.342 2248.803 
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Figure 3.  Distribution of cumulative vehicle accidents  by governorate  from 2015 to 2023 

From Table 3, we can note that the ratio of variance-to-mean is close to one for all 

governorates. So, we believe that the Poisson regression models, in terms of distributional 

assumptions, might be suitable for the data. 

Table 3. Descriptive Statistics for number of vehicle accidents (ACC) 

Government Mean Max Min. Std. Dev. N 

Al-Anbar 376.6667 612 204 20.0422 108 

Al-Muthanna 372.5556 401 341 18.6162 108 

Al-Najaf 1021.667 1148 778 32.5265 108 

Al-Qadisiya 808.2222 906 587 25.9260 108 

Babylon 960.8889 1127 830 32.4621 108 

Baghdad 1127.222 1486 871 35.2231 108 

Basrah 1370.778 1767 1023 40.1084 108 

Diala 757.0000 1086 295 25.9124 108 
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Karbala 502.7778 618 369 23.3445 108 

Kirkuk 315.2222 408 228 19.5047 108 

Maysan 354.8889 718 252 16.5112 108 

Nineveh 257.4444 498 106 21.4655 108 

Salah Al-Din 231.5556 370 152 18.1031 108 

Thi Qar 740.0000 938 532 24.3618 108 

Wasit 854.8889 1168 708 31.4792 108 

All 670.1185 1767 106 37.9790 1620 

 

2. Correlations 

The  correlation  between the variables was examined and the findings are given in Table 

4. The variables are expected to produce significant correlations within themselves. 

Table 4. Correlations between ACC, VEH and POP variable 

 𝐀𝐂𝐂 𝐕𝐄𝐇 𝐏𝐎𝐏 

𝐀𝐂𝐂 1.000 0.360** 0.369** 

𝐕𝐄𝐇  1.000 0.949** 

𝐏𝐎𝐏   1.000 

VIF --- 5.623 7.792 

** indicates significance at the 1% level of testing 

 

Table 4 shows that there is a significant correlation at a 1% significance level between 

the variables, which is in line with the expectations. According  to  the  findings, there  is a 

significant  and  positive  linear relation  between  the variable ACC and variables VEH and 

POP and between the variables VEH and POP. These results are consistent with reality, as the 

population size in the governorates increases, vehicles number will increase, and accordingly, 

vehicle accidents number will also increase. Also, the results of Table 4 indicate that the data 
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does not have multicollinearity problem  because the values of the variance inflation factor 

(VIF) are less than 10.        

3. Cross-Section Dependency and Unit Root Tests: 

The results of cross-section dependency reported in Table 5 suggest that the null 

hypothesis can be rejected at 1% significant level for each variable, i.e. ACC, VEH and POP 

have cross-sectional dependence in all governorates. In practice, the accepting of the alternative 

hypothesis implies that the significant changes in a certain variable in any governorate will 

generate significant changes in the same variable in the other governorates.   

Table 5. Pesaran (CD) Cross-Sectional Dependence test results 

Variable Pesaran CD p-value 

𝐀𝐂𝐂 5.9499** < 0.01 

𝐕𝐄𝐇 26. 7201** < 0.01 

𝐏𝐎𝐏 30.7408** < 0.01 

** indicates significance at the 1% level of testing 

 

According to the results of table 6, second-generation unit root  tests  that considering 

cross-sections dependency will be applied to all variable series, the results are reported in Table 6 

Table 6. CIPS second-generation  unit  root  test results 

Variables CIPS p-value Remark 

𝐀𝐂𝐂 -6.0447** < 0.01 I(0) 

𝐕𝐄𝐇 -11.3387** < 0.01 I(0) 

𝐏𝐎𝐏 -7.2794** < 0.10 I(0) 

** indicates significance at the 1% level of testing 

 

According to CIPS unit root test results, the variables ACC, VEH and POP do not have 

unit roots at 0.01 significant level, meaning that variables are stationary at their levels, i.e., the 

time series of the three variables have an order of integration I(0). 
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4. Estimation of Poisson Regression Models: 

Table 7. explains the results of PRP, FEPR and REPR models. The parameters of the PPR 

and FEPR models are estimated by CML method, while parameters of the REPR model are 

estimated using the MLE method.  

Table 7. Parameter estimation of Poisson regression models 

Variable PPR Model FEP Model REP Model 

𝐈𝐧𝐭𝐞𝐫𝐜𝐞𝐩𝐭 6.2841** 3.78246 -0.35102 

𝐕𝐄𝐇 -0.13814 0.45004* 0.24663* 

𝐏𝐎𝐏 0.12728** -141.8297** 241.7705 

Root MSE 340.2587 133.7434 143.4938 

𝑹𝟐 0.4268 0.9054 0.089649 

F-statistic 49.1487 70.5590 24.1352 

Prob.(F-statistic) 0.0000 0.0000 0.0000 

Wald statistics (𝝌𝟐) 16.5911 44.3925 13.33530 

Prob.(𝝌𝟐) 0.0000 0.0000 0.0010 

Chow Test (F) 69.50329  

Prob.(𝑭) 0.0000  

Hausman Test (𝝌𝟐)  7.8343 

Prob.(𝝌𝟐)  0.0000 

** & * indicate significance at the 1% and 5% levels of testing respectively 

 

Table 8 explain that the three models are statistically significant based on the p-value of 

the Wald test that less than 1%. This means that it reflects the substantial influence of both the 

number of registered vehicles and the population size on the expected number of vehicle 

accident.  

When we compare the PPR and FEP models based on Chow's test, we find that the p-
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value of F is less than 1%, which means rejecting the null hypothesis, and therefore the FEP 

model fits the data better than the PRP model. On the other hand, depending on the Hausman  

test results, if p-value is less than 1%, then  we  accept that the FEPR model is more suitable 

than the REPR model. 

As for the interpretation of the estimators of the FEP model, we note that by assuming 

that the population is fixed, the number of registered vehicles will have a significant and 

positive effect on the likelihood of vehicle accidents occurrence, when the number of registered 

vehicles increases by one unit (1000 vehicles) this  implies  that  the expected number of vehicle 

accidents will be increased by (0.0342). This can be said in other words, according to the odd 

ratio (𝑒𝑥𝑝(𝛽̂1) = 1.035), there is a  3.5% increase in the expected number of vehicle accidents 

for each extra 1000 registered vehicles. This implies that the vehicle accidents number is 

expected to increase with an increase in the number of registered vehicles  in the governorates. 

This  positive  effect is  consistent with the results on the vehicle accidents studies [4,22,38].  

On the other side, by assuming the number of registered vehicles is fixed, the population 

parameter estimator has a significant  and positive effect on the likelihood of vehicle accidents 

occurrence, when the population size increases by one unit (1000 persons) this implies that the 

expected number of vehicle accidents will be increased by (0.009), and the odd ratio 

(𝑒𝑥𝑝(𝛽̂2) = 1.009), indicates a  0.9% increase in the expected number  of vehicle  accidents 

for each extra 1000 persons. This  implies  that the vehicle accidents number is  expected  to  

increase  with increasing population in the governorates. This finding is consistent with many 

previous studies [39,40,41,42]. 

Conclusions 

This research examined the effect of registered vehicles and population density on the 

likelihood of vehicle accidents occurrence in 15 Iraqi Governorates during (2015-2023) by 

applying three types of Poisson panel data models (pooled, fixed-effects, and random-effects). 

The Chow and Hausman tests have been conducted to compare among the three models; lastly, 

the Hausman test result indicates that the FEP model is better than other models. The data 

analysis and hypothesis testing, results explained that there is a cross-sectionally dependency 

among the governorates, which means any significant changes in a certain variable in any 

governorate will produce changes in the same variable in the other governorates. Another result 

is that all the research variables are stationary in their levels. 

According to the best-fitted model (FEPR), the registered vehicles number have a positive 
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and significant effect on the likelihood of vehicle accidents occurrence, and there is a  3.5% 

increase in the expected number of vehicle accidents for each extra 1000 registered vehicles. 

Also, the population density has a positive and significant effect on the likelihood of vehicle 

accidents occurrence, and there is a  0.9% increase in the expected number of vehicle accidents 

for each extra 1000 population density size. 

Although the current research showed the clear effect of explanatory variables on vehicle 

accidents, these variables cannot be considered direct factors for the increase in vehicle 

accidents. Many cities in the world witness large populations and vehicles, but they are less in 

the number of accidents. The current research focused on the theoretical aspect and how to use 

counting models in studying some real phenomena. Therefore, the research recommends a more 

in-depth study of the factors affecting the increase in vehicle accidents with the possibility of 

addressing dynamic panel Poisson models as they produce short- and long-term relationships. 
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Abstract 

Visfatin is a recently identified hormone of adipocytes, it is a multifunctional peptide that is endocrine, 

autocrine, and paracrine. Recent studies have highlighted the potential influence of the hormone visfatin on the 

progression of many diseases. The research involves estimation of the visfatin hormone levels in the serum of 

individuals with type 2 diabetes mellitus (T2DM) and obesity, in comparison to a control group. Furthermore, 

the lipid profile was determined by assessing six specific parameters, which are: Total Cholesterol, high-density 

lipoprotein cholesterol (HDL-C), triglycerides (TGs), low-density lipoprotein-cholesterol (LDL-C), very low 

density lipoprotein cholesterol (VLDL-C) and atherogenic index (AI). 

This study has been conducted on (90) sample ranging from (38-85) years: (60) of them are T2DM with obesity 

patients and (30) samples as control group, where the study was divided into three main parts as follows: 

Assessment of the levels of visfatin hormone and lipid profile in T2DM with obesity patients and the 

comparison between the levels of biochemical parameters in the blood serum of male T2DM with obesity 

patients and the female T2DM with obesity patients, beside of, the comparison between body mass index(BMI) 

groups for patients. 

The patients had a significant increase in visfatin levels compared to the control group. According to the 

findings, BMI is directly correlated with an increase in visfatin levels. Clinical data indicated a notable 

difference in visfatin levels between female and male patients. The evidence suggests that visfatin hormone is 

a reliable indicator for the diagnosis of diabetes in individuals with obesity. 

Keywords: Visfatin, Diabetes, Obesity, Lipid, BMI. 
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1.Introduction 

Diabetic complications arise from persistently elevated blood sugar (glucose) levels. It 

develops when insulin isn't properly absorbed by the body or when the pancreas doesn't make 

any insulin at all. Diabetic complications can strike at any age. Although most forms of diabetes 

are chronic (long-term), they are all manageable with medication and changes to one's lifestyle 

[1,2]. 

Carbohydrates in food and drink are the principal sources of glucose, sometimes known 

as sugar. Your body uses it as its principal energy source. Glucose is carried throughout your 

body by the blood and used as fuel by every cell [2]. 

Once glucose enters your bloodstream, it requires a key to travel to its proper destination. 

The most important hormone is insulin. Hyperglycemia, often known as high blood sugar in 

which glucose accumulation in the bloodstream  occurs either as a result of inadequate insulin 

synthesis or incorrect insulin usage [3,4]. 

1.1. Type 2 diabetes mellitus: 

A malfunction in sugar metabolism regulation results in type 2 diabetes, which is 

characterized by high blood sugar levels. This results from insufficient insulin production and 

reduced cellular response to insulin, affecting the immune, neurological, and cardiovascular 

systems [5-6]. 

Type 2 diabetes is primarily caused by insulin resistance in adipose tissue, skeletal 

muscle, and the liver, along with insufficient insulin production by the pancreas, with excess 

weight and a sedentary lifestyle being major risk factors [7,8,9]. 

1.2. Obesity: 

Obesity is defined as an excessive or unhealthy accumulation of fat to dangerous levels 

[10]. The primary cause is excessive calorie intake, with obesity characterized by a Body Mass 

Index (BMI) ≥30 kg/m² and excess adipose tissue [11]. Recognized as a major health concern, 

obesity raises the risk of diabetes, high blood pressure, heart disease, sleep apnoea, and certain 

cancers [12,13]. It typically stems from excessive calorie intake and insufficient physical 

activity but can also be influenced by genetics, endocrine disorders, medications, and 

psychological factors [11,13]. 
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Although the origin of insulin resistance remains unknown, it is well-documented that 

being overweight and lack of physical activity worsen the condition. Insulin resistance plays a 

significant role in the progression of type 2 diabetes, and the fact that reducing body fat can 

help manage or even reverse the disease highlights this connection.[14]. 

1.3. Visfatin hormone and its Relationship to Type 2 Diabetes Mellitus with obesity: 

Visfatin is a recently identified hormone of adipocytes and type 2 diabetes mellitus is 

directly correlated with plasma visfatin levels. visfatin produces hypoglycemia by attaching the 

insulin receptor at an alternative spot differ in the location where insulin binds. Insulin, 

somatostatin, and statins downregulate visfatin, while hypoxia, inflammation, and 

hyperglycemia upregulate it [15]. 

This hormone has been detected in the kidney, spleen, brain, testis and lung, among other 

tissues and organs. It is present in both the cytoplasm and the nucleus of cells, and it is 

predominantly found in visceral adipose tissue. It has additionally been demonstrated that it is 

increased in certain animal models of obesity [16]. 

Several recent studies indicate that the onset and progression of type 2 diabetes mellitus 

may hinge on the role played by visfatin hormone. Research suggests that individuals with type 

2 diabetes and obesity may exhibit raised concentration of visfatin hormone. It is believed that 

disruptions in visfatin hormone secretion could be a contributor to insulin resistance and 

diabetes development [17,18]. There are multiple mechanisms that support the link between 

visfatin and the development and exacerbation of type2 diabetes associated with obesity 

[19,20]. 

Obese individuals, especially with central obesity (fat buildup in the abdomen region) 

have an increase in visceral adipose tissue. These tissues secrete are larger amounts of visfatin 

than subcutaneous adipose tissue [20]. Visfatin levels in the bloodstream are elevated by excess 

visceral adipose tissue, which is connected to insulin resistance and a greater chance of evolving 

type 2 diabetes. An excess of visfatin can stimulate an inflammatory response in the body, 

which increases insulin resistance and hinders the regulation of the level of blood glucose 

[20,21]. 

2. Materials and Methods 

60 patients were enrolled in this study who were diagnosed with type 2 diabetes and 

obesity. The diagnoses were made by specialists at the Care Unit and Center for Diabetes and 
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Obesity Treatment. Serum samples were collected between January 2024 and March 2024 from 

patients at Ibn Sina Teaching Hospital, Al-Salam Teaching Hospital in Mosul, and private 

laboratories. Clinical diagnoses for all cases were conducted by diabetes specialists. The 

patients, ranging in age from 38 to 85, were identified as having both diabetes and obesity. The 

control group comprised 30 healthy individuals who tested negative for both diabetes and 

obesity. These participants were matched in age with the patient group and had no prior history 

of any illnesses.  

A venous blood sample of 10 milliliters was obtained from each patient. The samples 

were left to clot at 25c for 10–20 minutes, followed by the separation process for obtaining 

serum through centrifugation at 3500 xg for ten minutes. Three portions of the serum were 

separated and kept at -20°C for later examination. 

Serum human visfatin was quantified using Bioassay Laboratory Technology ELISA kit 

(Cat. No. E0025Hu, China) according to the protocol established by the manufacturer. 

Biolabo (france) assay Kit were used to determination of HDL, cholesterol and 

triglyceride in the serum. An enzyme-driven reaction is utilized in the total cholesterol assay to 

measure both cholesterol esters and free cholesterol. While the enzymatic hydrolysis of serum 

triglycerides by lipase during triglyceride estimation results in the generation of free fatty acids 

and glycerol.. For this two parameters, hydrogen peroxide is created during the process, and it 

is then identified using a highly specific colorimetric spectrophotometer. The determination of 

HDL-C involved the precipitation of VLDL, LDL and chylomicron phosphotungstic acid 

(PTA) and Magnesium chloride then the supernatant was used to the estimation. 

Data analysis utilized SPSS version 26, presenting results as mean ± standard error (SE). 

A t-test assessed differences between groups, with p ≤ 0.05 regarded as significant. To evaluate 

significant correlations, Pearson's correlation coefficient was utilized, and one-way ANOVA 

was used for comparisons involving multiple variables [21].   

3. Results  

As presented in Table 1, the results reveal a significant increase in the concentration of 

visfatin in the patient group compared to the control group. Furthermore, the patients exhibited 

considerably higher levels of HDL, LDL, VLDL, triglycerides, cholesterol and the AI.  

The data as shown in Table 2 referred that in obese diabetes patients, females tend to 

have higher visfatin levels than males., and lipid profile levels indicate a highly significant 
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increase in male diabetes with obesity patients compared to female diabetes with obesity 

patients.  

The clinical results demonstrated a significant difference in BMI, visfatin, LDL, and the 

atherogenic index across the three BMI groups in the patient population. These results are 

outlined in Table 3. 

Table 1. Levels of the parameters measured in blood serum of diabetes with obesity patients and 

their comparison with the control group. 

(P) value 

Diabetes with 

obesity patients 

N=60 

Control group 

N=30 Measured Parameters 

SD mean SD Mean 

0.161 9.75 57.42 10.90 60.41 Age (years) 

0.126 5.62 37.32 4.16 34.40 BMI 

0.003** 35.68 369.45 22.58 198.50 Cholesterol (mg/dl) 

0.002** 37.84 333.47 21.96 147.17 Triglycerides (mg/dl) 

0.0001*** 6.62 30.33 13.13 50.37 HDL (mg/dl) 

0.001** 27.41 305.11 16.61 117.64 LDL (mg/dl) 

0.001** 14.65 72.55 8.13 29.32 VLDL (mg/dl) 

0.0001*** 1.54 12.34 0.77 4.13 AI 

0.043* 2.76 27.24 4.09 21.90 Visfatin  (ng/mL) 

 

* Significant difference from the control group at P≤0.05 

Table 2. Levels of some parameters measured in blood serum of patients female and their 

comparison with the patients male. 

(P) value 

Patients male 

N=31 

Patients female 

N=29 Measured Parameters 

SD Mean SD Mean 

0.24 9.91 56.00 9.17 57.72 Age (years) 

0.838 7.32 37.34 7.89 36.92 BMI 

0.989 22.77 376.67 36.42 377.56 Cholesterol (mg/dl) 

0.031* 27.42 292.51 32.22 236.48 Triglycerides (mg/dl) 
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0.043* 8.47 32.75 8.57 37.78 HDL (mg/dl) 

0.042* 20.52 313.56 21.55 283.17 LDL (mg/dl) 

0.048* 5.74 63.81 6.95 48.67 VLDL (mg/dl) 

0.335 7.07 11.80 6.69 9.81 AI 

0.042* 2.77 21.98 11.12 25.13 Visfatin  (ng/mL) 

 

* Significant difference from the control group at P≤0.05 

Table 3. Comparison between BMI groups for patients. 

Biochemical 

Parameters 

Stages (mean ± SD) 

(P) value 

      

     Stage I 
  

Patients BMI 

30-34.9 

N=32 

 

Stage II 

Patients BMI 

35-39.9 

N=14 

 

Stage III 

Patients BMI 40 

and over 

N=14 

BMI 32.03 ± 1.76 37.05 ± 1.52 48.54 ± 6.14 0.0001*** 

Cholesterol 

(mg/dl) 
316.31 ± 88.39 325.53 ± 24.12 480.71 ± 27.20 0.069 

Triglycerides 

(mg/dl) 
258.64 ± 53.79 321.30 ± 39.33 323.30 ± 47.16 0.613 

HDL (mg/dl) 36.41 ± 9.51 31.46 ± 9.22 30.57 ± 6.76 0.245 

LDL (mg/dl) 245.61 ± 42.03 297.50 ± 24.59 423.11 ± 45.27 0.037* 

VLDL (mg/dl) 51.72 ± 20.75 64.26 ± 21.86 65.97 ± 22.51 0.492 

AI 8.42 ± 1.78 12.76 ± 2.89 14.25 ± 3.96 0.012** 

Visfatin  (ng/mL) 22.89 ± 4.94 27.11 ± 4.62 28.60 ± 5.88 0.045* 

 

* Significant difference from the control group at P≤0.05 

4. Discussion 

Visfatin, secreted in significant amounts by the visceral adipose tissue that is more active 

in metabolism compared to subcutaneous fat, tends to be elevated When individuals have excess 

visceral fat. Research suggests that visfatin may impact insulin sensitivity, a crucial factor often 

reduced in type 2 diabetes. Additionally, researchers suggest that people with type 2 diabetes 
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frequently exhibit higher visfatin levels, emphasizing its potential character in the development 

of the disease, as illustrated in Table 1. 

The findings demonstrated a highly significant elevation in lipid profile levels in diabetic 

patients with obesity. The lipid profile, a key clinical parameter is frequently elevated in 

individuals with both diabetes and obesity due to several interconnected factors [22,23]: 

Insulin resistance is a common condition in individuals with obesity and type 2 diabetes, 

where the body's cells exhibit a diminished response to insulin. As a result, insulin levels in the 

blood rise, disrupting fat metabolism and promoting fat accumulation in the liver. This process 

contributes to elevated triglyceride levels and an increase in cholesterol and LDL [23]. 

Chronic inflammation associated with obesity leads to a persistent inflammatory state in 

adipose tissue. This condition stimulates the release of inflammatory cytokines, which interfere 

with normal fat metabolism and contribute to elevated lipid levels in the bloodstream [24]. 

Visceral fat, which surrounds internal organs, is more active than subcutaneous fat in 

releasing free fatty acids into the bloodstream. Elevatated concentration of fatty acids 

subsequently lead to an increased production of triglycerides in the liver [25]. 

Elevated Visfatin Levels: excessive secretion of visfatin can disrupt normal fat 

distribution and contribute to metabolic dysregulation. 

Hormonal Dysregulation: Obesity and diabetes are linked to changes in the concentration 

of hormones like leptin and adiponectin, which are crucial for maintaining appetite and regulating 

fat metabolism. These hormonal disturbances can result in higher lipid level in the blood [26].    

As shown in Table 2, women exhibited a significant difference in visfatin and lipid 

profile.  Research suggests that visfatin, may be influenced by hormonal and genetic differences 

between sexes. Consequently, women with obesity and diabetes often exhibit higher visfatin 

levels than men with the same condition [27,28]. 

The elevated visfatin levels in females compared to males in these patients can be 

explained by a combination of overlapping factors, including hormonal fluctuations and 

gender-specific metabolic characteristics [29]: 

Sex Hormones: Estrogen and progesterone, the primary sex hormones in women, play a 

role in regulating visfatin production and secretion. These hormones promote fat storage and 

enhance visfatin expression in adipose tissue, contributing to its higher levels in women [30] .  
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Fat Distribution: Women have a tendency to store lipid in the thighs and buttocks, men 

tend to accrue more abdominal fat. These differences influence visfatin levels, as subcutaneous 

and visceral fat contribute differently to its production [31]. 

Genetic Factors: Variations in gene expression between men and women can affect 

visfatin production, as genes involved in its regulation may function differently in each sex [32]. 

4.1. The comparison between BMI groups for the patients: 

The patient group was divided into three stages (I, II, and III) based on their body mass 

index (BMI) for comparison. 

As body mass index (BMI) increases, visfatin levels also tend to rise. This is attributed to 

the higher amount of adipose tissue, which BMI estimates based on an individual's weight and 

height, leading to elevated visfatin concentrations [33]. With an increase in BMI, there is a 

corresponding rise in adipose tissue, which serves as the primary source of visfatin secretion. 

Individuals with a higher BMI typically have more visceral fat, leading to elevated visfatin 

levels in the bloodstream [34]. BMI and visfatin levels have consistently been found to have a 

positive correlation in clinical studies, suggesting that obese individuals tend to have higher 

visfatin levels compared to those with a normal weight [35]. 

Additionally, this study has revealed an increase in LDL levels and a direct correlation 

between LDL and atherogenic index (AI) as BMI rises. LDL levels tend to increase due to 

factors such as increased adipose tissue, insulin resistance, chronic inflammation, poor dietary 

habits, and hormonal imbalances. This emphasizes the importance of managing weight to 

maintain healthy cholesterol levels [36, 37]. 

In conclusion, the study focus on the role of visfatin hormone as a diagnostic marker for 

diabetes in obese patients, the relationship between lipid profiles and different types of diabetes, 

the connection between visfatin and other diseases. These investigations aim to provide deeper 

insights into the pathophysiology of diabetes and obesity and improve diagnostic for these 

conditions. 

5. Conclusion: 

BMI is directly correlated with an increase in visfatin levels. The evidence too suggests 

that visfatin hormone is a reliable indicator for the diagnosis of diabetes in individuals with 

obesity. 
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Abstract 

Intrusion detection systems (IDS) are useful tools that help security administrators in the developing task to 

secure the network and alert in any possible harmful event. IDS can be classified either as misuse or anomaly, 

depending on the detection methodology. Where Misuse IDS can recognize the known attack based on their 

signatures, the main disadvantage of these systems is that they cannot detect new attacks. At the same time, the 

anomaly IDS depends on normal behaviour, where the main advantage of this system is its ability to discover 

new attacks. On the other hand, the main drawback of anomaly IDS is high false alarm rate results. Therefore, 

a hybrid IDS is a combination of misuse and anomaly and acts as a solution to overcome the disadvantages of 

these two methods. In this paper, a new hybrid IDS is proposed based on the RNA encoding idea and applying 

the K-means clustering algorithm. Firstly, choosing random records for both training and testing. Secondly, 

propose RNA encoding by calculating all possible record values within dataset and generating RNA characters 

for each value, then dividing it into blocks. The third step is done by searching and extracting normal keys 

based on the most repeated blocks, and the same procedure is applied to extract the attack keys. Finally, the K-

means clustering method is used to classify the testing records based on extracted keys. The proposed method 

is evaluated by calculating the detection rate (DR), false alarm rate (FAR), and accuracy, where the achieved 

DR, FAR, and accuracy are equal to 91.13%, 0.46%, and 92.02% respectively. Based on the achieved results, 

it can be said that the proposed hybrid IDS has high DR and accuracy results, can detect new attacks, and can 

solve the problem of anomaly IDS by getting a low false alarm rate result. 

Keywords: Intrusion Detection, Hybrid, Misuse, Anomaly, Clustering. 
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1. Introduction 

With the fast evaluation of the Internet, today's community highly uses networked 

systems, where this integration involves different types of data and information within 

networked systems. On the other hand, various cyber security threats happen in the network. 

Cybersecurity is an important zone of investigation due to its importance in securing data and 

information [1]. Network security technology refers to techniques that protect programmers, 

networks, computers, and data from being damaged, attacked, or accessed by unauthorized 

persons [2]. An intrusion detection system (IDS) method is a part of a network security 

technique that is used to check a network or computer for malicious activity or policy violations 

[3]. These systems are used to monitor malicious transactions over network traffic and then 

send alerts or take proactive, reactive measures as soon as they are observed. The real-time 

monitoring method provides real-time monitoring of network traffic and computer activity to 

detect abnormal or suspicious behavior in a timely manner. However, with the increasing 

complexity of network attacks, traditional IDS methods fail to meet the growing demand for 

network security detection [4].  

Various IDS methods are proposed in different publications research that are used to 

detect threats over the internet. Li et al. [5] presented a Hybrid DoS Attack IDS that used 

signature and anomaly detection and could recognize known and unknown DoS attacks. A new 

IDS frame is proposed by [6] for the next generation of the Internet of Things, where the 

Minmax method is applied for collecting and pre-processing information. The Marine Predator 

method is used for feature selection, and these features are used by the neural network method. 

A novel IDS technique is proposed by [7] by using parallel long-short-term memory, which 

used the parallelism power that led to achieving efficient and accurate results. Two DNA 

encoding methods are applied for IDS by [8]; these methods have different DNA lengths, where 

these methods are used for encoding the dataset records, then extracting the keys and their 

positions, and finally, a matching algorithm is used. 

A cyber-IDS method is proposed by changing the superimposed component slope for the 

ends of the line segment [9], where the suggested method can identify cyber-attacks from 

internal faults. An efficient IDS is proposed by using a stream classification method with the 

use of stream-based learning with limited labels [10]. Zarzoor et al. [11] suggested a new IDS 

method by using a spike neural network and decision tree, and the decision tree is used to extract 

samples, then used these samples for the spike neural network method. A new idea for IDS by 

using deep learning is presented [12]; this method can detect targeting metaverse-IoT 



IV. International Rimar Congress of Pure, Applied Sciences 

 
 

 

58  

 

 

Figure 1. Proposed hybrid intrusion detection system steps 

communications attacks by applying the kernel principal component analysis that is used for 

feature selection and applying the convolutional neural networks method that is used to identify 

and classify the attacks. Örs and Levi [13] presented a machine learning-based multi-class 

classifier where the proposed method can detect 6 attack types and find the attackers' network 

addresses. An IDS for large-scale IoT networks is suggested by [14], where this system uses a 

machine learning method to find relevant features. The extracted features are trained with 

different machine learning methods, such as the random forest algorithm and the extra trees 

method. A new IDS for IoT is presented by [15], where the suggested system starts by 

categorizing network traffic values into four groups and then applying majority voting to select 

the classification results. Finally, used an unsupervised elliptic envelope method for 

classification. A new IDS technique is suggested based on DNA encoding [16]; the first step is 

done by representing each record value with four DNA characters, then extracting the 

classification keys, and the last step is applying the Brute-force algorithm for matching based 

on the extraction keys. Sharma et al. [17] presented a novel IDS for IoT based on a deep learning 

method, where a deep neural network method was used to extract the features. Then, they tuned 

the proposed method by using different parameters. Analyzed the main limitations of hybrid IDS 

methods and then suggested a novel hybrid IDS method by using the Firefly algorithm and Fast 

Learning Network, which led to overcoming most of the limitations of the previous works [18]. A 

novel IDS technique is presented for IoT networks [19] based on machine learning, where the 

proposed method can detect cyber-attacks effectively and select the important features that lead to 

less training time. 

2. Materials and methods 

The proposed hybrid intrusion detection system method aims to identify unauthorized use, 

misuse, and abuse of computer systems or networks. The proposed IDS method is hybrid, which 

means it combines the two approaches (misuse and anomaly) in one system. The suggested system 

consists of five steps, as shown in Figure 1. These steps are selecting the dataset, RNA encoding, 

normal keys extraction, attack keys extraction, and applying the clustering algorithm.  
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The first step is done by selecting the dataset that is used for both training and testing. 

The KDD-Cup99 dataset is used for this purpose because it is a public repository to promote 

research works, and it consists of thousands of records and has 38 attack types. After choosing 

the dataset, 3000 random records are used for the training phase, while 9000 random records 

are used for testing. The next step is building an RNA encoding table that is used to convert all 

record values into RNA characters; this method is done by calculating all possible record values 

in the KDD-Cup99 dataset, and these values are equal to 96 different values in the encoding 

process each value are represented by four random RNA characters which can handle and 

represent all possible value without repletion. Table 1 shows the proposed RNA encoding table 

for all 96 record values. 

Table 1. Proposed RNA encoding method 

Record value RNA characters Record value RNA characters 

SF CCGC S3 AUAC 

OTH GAAG RSTOSO CGGA 

RSTO ACUC S0 UCCU 

REJ CCAC RSTR GGCA 

S1 AGUC SH GGUU 

S2 CCCA 0 CUAU 

1 CUUC 6 GUAG 

2 UAUC 7 AUGA 

3 GGGC 8 CAAG 

4 CACC 9 GAAU 

5 UGAC . UUCU 

HTTP UGGC HOSTNAMES GCCC 

HTTP 443 AUCU CSNET NS UAGC 

DOMAIN U GUAA POP 2 AAAC 

ECR I AACA SUNRPC UGCU 

SMTP AGGG LDAP GAGU 

ECO I UAAG DISCARD GUGC 

TELNET CCAG NAME GAUG 

NTP U UGAU KLOGIN UAGU 
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URP I CAGA IRC UCUU 

Z39 50 UACC X11 GUUC 

FTP UUCG NNSP AUUG 

SSH CAAC NNTP CAAA 

WHOIS UCAC IMAP4 GCAC 

CTF AUGU SQL NET GUCA 

LINK UCGA LOGIN ACAU 

SUPDUP GCUA SHELL GCCU 

ISO TSAP UGCA PRINTER CAGU 

UUCP PATH CAUA EFS CGCU 

FINGER ACGU DAYTIME AGUA 

EXEC GCUU SYSTAT UAUG 

NETBIOS DGM GGUC NETSTAT GUGA 

COURIER CCGA TIME UACU 

PM DUMP CGUG ECO ACCG 

TFTP U CGAG ICMP CGAA 

RED I CGUC MTP AUUC 

FTP DATA AGCU NETBIOS NS ACCA 

POP 3 CAGG UUCP GAUC 

AUTH GUAU AOL ACCU 

OTHER AUAA HTTP 8001 UUAA 

PRIVATE UCCA NETBIOS SSN UUGG 

VMNET AAAG KSHELL UUCC 

BGP GGAC HTTP 2784 ACGC 

DOMAIN GUCU URH I GCGA 

GOPHER GAGG TIM I GAUU 

REMOTE JOB ACCC HARVEST UCAG 

RJE UUGC TCP CCUU 

UDP GUUA ICMP CCGG 
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  For more explanation about the RNA encoding process, the following example shows 

the RNA encoding for the following record, and the RNA encoding in details are illustrated in 

Figure 2. 

"0,tcp,http,SF,223,185,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,4,4,0.00,0.00,0.00,0.00,1.00,0.00,0

.00,71,255,1.00,0.00,0.01,0.01,0.00,0.00,0.00,0.00" 

CUAUCCUUUGGCCCGCUAUCUAUCGGGCCUUCCAAGUGACCUAUCUAUCU

AUCUAUCUAUCUUCCUAUCUAUCUAUCUAUCUAUCUAUCUAUCUAUCUAUCUA

UCACCCACCCUAUUUCUCUAUCUAUCUAUUUCUCUAUCUAUCUAUUUCUCUAU

CUAUCUAUUUCUCUAUCUAUCUUCUUCUCUAUCUAUCUAUUUCUCUAUCUAUC

UAUUUCUCUAUCUAUAUGACUUCUAUCUGACUGACCUUCUUCUCUAUCUAUCU

AUUUCUCUAUCUAUCUAUUUCUCUAUCUUCCUAUUUCUCUAUCUUCCUAUUUC

UCUAUCUAUCUAUUUCUCUAUCUAUCUAUUUCUCUAUCUAUCUAUUUCUCUAU

CUAU 

0 tcp http sf 

CUAU CCUU UGGC CCGC 

223 185 0 0 

UAUCUAUCGGGC CUUCCAAGUGAC CUAU CUAU 

0 0 0 1 

CUAU CUAU CUAU CUUC 

0 0 0 0 

CUAU CUAU CUAU CUAU 

0 0 0 0 

CUAU CUAU CUAU CUAU 

0 0 4 4 

CUAU CUAU CACC CACC 

0.00 0.00 0.00 0.00 

CUAUUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 

1.00 0.00 0.00 71 

CUUCUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 
AUGACUUC 

255 1.00 0.00 0.01 
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UAUCUFACUGAC 
CUUCUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UUC 

0.01 0.00 0.00 0.00 

CUAUUUCUCUAUC

UUC 

CUAUUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 

CUAUUUCUCUAUC

UAU 

0.00    

CUAUUUCUCUAUC

UAU 
   

Figure 2. RNA encoding in details 

The third step of the proposed system is normal key extraction, and this step is done based 

on the following steps: 

 Segmenting records: segment normal and attacks records into blocks with different sizes 

which include three, four, five, and six-character blocks. 

 Removing shared blocks: remove all blocks from normal records that found in the attack 

record blocks. 

 Finding frequent blocks: calculate the block frequency then identifies normal keys by 

counting their frequency since these blocks occur most frequently in legitimate network traffic. 

 Selection of normal keys: The most repeated blocks are chosen as normal keys, where 

the extracted normal keys are listed in Table 2. Where these keys is used to determine if new 

records belong to the normal or anomalous category. 

 Each normal key was selected as five characters long to strike the right balance between 

record uniqueness and data applicability. The system's ability to differentiate between records 

is diminished because two-to-three-character keys are too frequently used in normal and attack 

records. Long keys which exceed seven characters tend to perform poorly because they identify 

rare patterns that cannot be applied to normal records in a generalized manner. 

Table 2. The extracted normal keys 

No. Key 

1 AUGUU 

2 UGUUA 

3 CGCUA 

4 GGCUA 
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After extracting the normal keys, the same process is done to extract attack keys; and this 

step is done based on the following steps: 

 Segmenting records: segment attack and normal records into blocks with different sizes 

which include three, four, five, and six-character blocks. 

 Removing shared blocks: remove all blocks from attack records that found in the normal 

record blocks. 

 Finding frequent blocks: calculate the block frequency then identifies attack keys by 

counting their frequency since these blocks occur most frequently in legitimate network traffic. 

 Selection of attack keys: The most repeated blocks are chosen as attack keys, where the 

extracted attack keys are displayed in Table 3. These keys are used to determine if new records 

belong to the normal or anomalous category. 

Table 3. The extracted attack keys 

No. Key 

1 UUGAG 

2 UCCUC 

3 CGCUG 

4 CUUUG 

 

The last step of the proposed method is applying a clustering algorithm to cluster the 

testing records, either normal or attack, based on extracted normal and attack keys. The dataset 

records need to be pre-processed before applying the clustering algorithm, and these records 

need to be converted to RNA characters based on the building RNA encoding that was 

mentioned previously, followed by the K-Means clustering algorithm for this purpose. Figure 

3 shows the idea of the K-Means clustering algorithm and classifies the testing records into 

normal or attack clusters. The steps of the application K-Means algorithm are as follows: 

Step 1: specify the number of clusters “k”, which is equal to two clusters (normal cluster 

and attack cluster). 

Step 2: initialize the cluster canters (centroids) based on the extracted normal and attack 

keys.  
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Step 3: assign each data point to the cluster based on the similarity between the cluster 

center and record block. 

Step 4: Repeat step 3 for all testing dataset records.  

 

Figure 3. K-Means clustering algorithm 

3. Results and discussions 

Different aspects, such as the detection rate (DR), false alarm rate (FAR), and accuracy, 

can measure the performance of the proposed hybrid intrusion detection system where DR 

represents the ratio of the number of correctly detected attacks to the total number of attacks. 

At the same time, FAR is the ratio of the number of normal connections that are incorrectly 

misclassified as attacks to the total number of normal connections, and accuracy is measuring 

the ratio of the number of truly classified connections to the total number of connections. The 

DR, FAR, and accuracy results obtained using the proposed method based on extracted normal 

keys only and based on attack keys only are represented in Table 4 and Figure 4. 

Table 4. The achieved results used normal keys only and attack keys only 

 Based on normal keys Based on attack keys 

DR 90.95% 88.26% 

FAR 7.14% 11.74% 

Accuracy 91.42% 91.07% 
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Figure 4. The achieved results used normal keys only and attack keys only 

As mentioned in Table 4 and Figure 4, the DR, FAR, and accuracy results obtained by 

using normal keys are equal to 90.95%, 7.14%, and 91.42%respectively. The achieved DR, 

FAR, and accuracy results by using attack keys are equal to 88.26%, 11.74%, and 91.07% 

respectively. 

The DR, FAR, and accuracy results achieved based on the proposed hybrid IDS method 

are stated in Table 5 and Figure 5. 

Table 5. The achieved results of the proposed hybrid IDS   

 Proposed hybrid IDS 

DR 91.13% 

FAR 0.466% 

Accuracy 92.022% 

 

 

Figure 5. The achieved results of the proposed hybrid IDS 
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Table 5 and Figure 5 showed that the achieved DR, FAR, and accuracy by the proposed 

hybrid IDS are equal to 91.13%, 0.466%, and 92.022% respectively. Compared with results 

obtained by using normal keys only or attack keys only, the proposed IDS method has the 

highest DR and accuracy results and the lowest FAR results. 

4. Conclusion 

This study proposed a hybrid intrusion detection system by combining the idea of both 

anomaly and misuse of IDS to try to overcome their disadvantages. The proposed method has 

five steps: starting by selecting random records for both training and testing, then proposing an 

RNA encoding method to convert these records into RNA characters, extracting the normal 

keys based on the repetition of blocks, then by the same idea extracted the attack keys, and 

finally applied K-means clustering algorithm to classify the testing records as normal or attacks 

based on the extracted keys. The results showed that the proposed system provides low FAR 

and, at the same time, achieves high DR and accuracy. 
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Abstract 

A Novel binary Cu2Fe2O6 nanocomposite was synthesized via photo-irradiation using copper and iron salts, 

with water as the solvent. The synthesis was conducted under 130-watt power and 25 minutes of irradiation, 

the resulting Cu2Fe2O6 nanoparticles were characterized be Scanning Electron Microscopy (SEM), Atomic 

Force Microscopy (AFM), and X-ray Diffraction (XRD) to determine their morphology and crystal structure. 

X-ray mapping was used to determine the elemental composition of the sample. The optical band gap of the 

nanocomposite was calculated as 1.66 eV using photoluminescence spectroscopy (PL). The average size of the 

Cu2Fe2O6 nanoparticles was found to be approximately 40 nm, and the XRD data confirmed a cubic crystalline 

structure with an average crystal size of around 29 nm. The synthesized nanoparticles were applied as a 

protective coating for corrosion prevention on carbon steel, demonstrating a protection efficiency of 76% at 

308K. These finding indicate that Cu2Fe2O6 nanoparticles are highly effective in protecting carbon steel from 

corrosion. 

Keywords: Cu2Fe2O6 Nanoparticles, Corrosion Protection, Carbon Steel, Sea Water, Photo-Irradiation. 
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1- Introduction 

Metal oxides, particularly nanostructured metal oxides, have gained significant attention 

due to their wide range of technological applications, including corrosion inhibitors, catalysts, 

sensor, microelectronic circuits, fuel cells, and piezoelectric devices. A major focus in 

nanotechnology is the development of nanostructures with unique properties that differ from 

their bulk counterparts[1]. 

Oxidized nanoparticles exhibit distinctive chemical and physical behaviors due to their 

small size and high surface area, which influence their electronic, magnetic, and optical 

properties[2]. Nanocomposites, which combine different phases at the nanoscale ( ≤ 100 nm), 

are designed to enhance material properties, the composite leverage nanoscale building blocks 

to achieve improved physical and chemical Characteristics[3, 4]. Copper-iron oxide 

nanocomposite are particularly beneficial in electrical and microwaves devices due to their high 

electrical resistivity, low core loss, and strong mechanical properties [5]. Additionally, these 

nanocomposites exhibit a high saturation magnetization and a large snoek's limit, making them 

ideal for high frequency application [6, 7]. The primary objective of this study is to investigate 

the corrosion protection performance of Cu2Fe2O6 nanoparticles when applied to carbon steel 

substrates using the Electrophoretic deposition (EPD) technique, which is a simple method used 

to coat materials with nanocomposite. It involves the application of a stable nanoparticle 

solution under a direct current (DC) field, leading to the deposition pf nanoparticles onto a 

substrate, such as carbon steel surfaces[8]. The research aims to enhance the durability and 

efficiency of corrosion- resistant coating through an optimized nanocomposite synthesis and 

application process [9, 10]. 

2- Experımental Methods 

2.1 Materials:  

All chemicals were purchased from BDH, Merck, and sigma-Aldrich. The photo-

irradiation system, as depicted in Figure 1, was used to synthesize Cu2F2O6 nanoparticles, the 

irradiation source was 130-watt mercury medium-pressure lamp with a peak intensity at 365 

nm, and the reaction was carried out in a quartz tube immersed in a nanoparticle solution inside 

a Pyrex reactor. Temperature control was maintained using an ice bath. 
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Figure 1. Photo Irradiation Cell 

2.2 Synthesis of Cu2Fe2O6 Nanoparticles: 

A solution of copper sulfate pentahydrate (CuSO4.5H2O) and iron oxalate hydrate 

(FeC2O4.H2O) was prepared, each at concentration of 0.01 Mol/L, in a 1:1 molar ratio. Urea 

(0.01 mol/L) was added to the solution, followed by UV irradiation for 25 minutes. The solution 

was then cooled to 5°C. after irradiation, 0.1N NaOH was added to precipitate the nanoparticles, 

which were subsequently dried at 100°C and calcined at 300°C for 3 Hours C [11-14]. 

2.3 Preparation of Cu2Fe2O6 Nanocomposite solution: 

To prepare an emulsion, 1.5 g of Cu2F2O6 nanoparticle powder was mixed with 150 ml 

of ethanol (1% wt.). This solution was then used for the electrophoretic deposition of Cu2F2O6 

nanocomposite onto a CS substrate  [15, 16]. 

2.4 Electrophoretic Deposition (EPD): 

The deposition of Cu2F2O6 nanoparticles was performed in a deposition cell, where CS 

specimens were used as the working electrode, the electrodes were immersed in the emulsion 

solution, and a DC potential of 15 V was applied for 30 minutes, after deposition, the coated 

specimens were washed with distilled water and dried using a hair dryer[17].  

2.5 Electrochemical Measurements: 

Electrochemical corrosion testing was conducted using a potentiostat (Mlab, Germany). 

With a three-electrode system: a CS working electrode, a platinum counter electrode, and a 
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silver-silver chloride reference electrode. The open circuit potential (OCP) was measured for 

15 Minutes, followed by polarization tests at temperature ranging from 298 to 328 K[18]. 

3- Results And Discussion  

3.1 XRD Analysis: 

The XRD patterns of Cu2F2O6 nanoparticles (Figure 2) reveal broad peaks, characteristic 

of nanomaterials, with diffraction peaks at 17.6°, 30.69°, 35.0°,43.7° 53.8°, and 62.5° 

correspond to Cu2O3 and γ-Fe2O₃ phases. the crystallite size was determined using the sheerer 

equation, yielding an average size of 28 nm[19]. 

D =
k λ

β cos θ
 

Where k =0.9 is the Scherrer constant, λ is the Cu-K radiation wavelength, β is full width 

at half maximum, and θ is the Bragg angle, computed from 2θ values matching to maximum 

intensity peak in XRD pattern [20]. Prepared by assigned to cubic crystal phase according to 

the standard XRD patterns 

      

Figure 2. Shows the XRD patterns of the samples of Cu2Fe2O6 nanoparticles 

3.2 AFM and SEM Analysis: 

AFM image (Figures 3 and 4) showed that the average particle size was 53.72 nm, with 

a distribution ranging from 30 nm to 75 nm as shown in table 1. SEM images (Figure 5) 

confirmed that the Cu2F2O6 nanoparticles had smooth surfaces and high crystallinity, with an 

estimated average particle size of 69 nm.  

Position [°2Theta] (Copper (Cu))
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Figure 3.  Percentage of Diameters Cu2Fe2O6NPs 

 

 

 

 

 

Figure 4. AFM image of Cu2Fe2O6NP 

Table 1. the average diameter of Cu2Fe2O6NPs 

 

Avg. Diameter:53.72 nm <=10% Diameter:30 nm 

50% Diameter:50 nm <=90% Diameter:75 nm 

diameter 

(nm)< 

Volume 

(%) 

Cumulation 

(%) 

Diameter 

(nm)< 

Volume 

(%) 

Cumulation 

(%) 

Diameter 

(nm)< 

Volume 

(%) 

Cumulation 

(%) 

20.00 

25.00 

30.00 

35.00 

40.00 

45.00 

50.00 

55.00 

0.26 

2.05 

5.12 

6.91 

10.12 

9.48 

10.76 

12.29 

0.26 

2.30 

7.43 

14.34 

24.46 

33.93 

44.69 

56.98 

60.00 

65.00 

70.00 

75.00 

80.00 

85.00 

90.00 

95.00 

11.01 

7.81 

7.55 

5.12 

3.84 

1.92 

2.30 

1.15 

67.99 

75.80 

83.35 

88.48 

92.32 

94.24 

96.54 

97.70 

100.00 

105.00 

110.00 

115.00 

125.00 

135.00 

1.15 

0.13 

0.38 

0.26 

0.26 

0.13 

98.85 

98.98 

99.36 

99.62 

99.87 

100.00 
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Figure 5. SEM images of Cu2Fe2O6 NPs 

3.3 Corrosion Protection Performance: 

The corrosion potential of CS coated with Cu2F2O6 nanoparticles shifted towards more 

active values as the temperature increase from 298 to 328 K. The corrosion current density 

decreased from 168.72 µA/cm² for uncoated CS to 43.4 µA/cm² for coated CS at 298 K, 

indicating that the nanoparticles significantly reduce corrosion, the protection efficiency (PE) 

was calculated to be 76.038% at 308K. while the corrosion of potential values was slightly 

affected by temperature when increase from 298 to 328 K for CS coated by nanocomposite, 

therefor, return to (-718.2 µV) at 328K. Those indicate the mechanism of CS surface not change 

by high temperature. The equation below may be used to compute the Protection Efficiency (% 

PE): 

                          %PE =
(Ic)un−(Ic)c

(Ic)un
× 100 % 

 

 

 

 

 

Figure 6. Polarization curves for C.S a) Uncoated, b) Coated by nanoparticles 

 

…………………………. (2) 
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Figure 7. Kinetic and thermodynamic parameters for the corrosion Protective of C.S with 

and without Nanocomposite Coating at the Temperatures Range (298-328) K. 

Table 2. Corrosion Parameters for C.S Coated with Cu2Fe2O6 NPs at Different Temperature 

 

Carbon steel T/K 
-ECorr 

/mV 

ICorr 

/μA.cm-2 

-bc 

/V.dec-1 

Ba 

/mV.dec-1 
PE% θ 

Uncoated 

298 469.0 168.72 243.9 107.2 - - 

308 573.5 201.57 179.1 104.2 - - 

318 622.0 220.34 140.3 82.2 - - 

328 693.1 260.45 117.6 80.2 - - 

With 

Nanoparticles 

298 718.6 43.4 104 13.9 74.277 0.7427 

308 720.4 48.3 98.0 23.2 76.038 0.7604 

318 718.8 61.5 82.7 26.3 72.088 0.7208 

328 719.1 65.3 73.4 29.2 74.9 0.7493 

 

3.4 Kinetic Parameters and Thermodynamic Analysis: 

The activation entropy (ΔS*) during the corrosion process transition state was evaluated 

using the Arrhenius equation: 

Log( 
Ic

T
 ) = log ( 

R

Nh
 ) +  

∆S∗

2.303R
 - 

∆H∗

2.303RT
…………………. (3) 

Here, IC represents the corrosion current density of carbon steel, computed from Tafel 

extrapolation; h denotes Plank's constant, N is Avogadro number; ΔS* represents the activation 

entropy, and ΔH* is the activation enthalpy. The slope of (-ΔH* / 2.303 R) and the intercept of 

[(log (R/Nh) + (ΔS*/2.303 R)] were calculated using the log IC/T against 1/T plot, and the 

values of ΔH* and ΔS* were approximated. The results in Table 3 demonstrate that the 

nanocomposite coating increased activation enthalpy and energy, enhancing corrosion 

resistance.  
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Figure 8. Arrhenius Plot of log IC. Versus 1/T for the corrosion for Protective of C.S with and 

without Nanocomposite Coating at the Temperatures Range (298-328) K 

Table 3. Kinetic and thermodynamic parameters for the corrosion Protective o of C.S with and 

without Nanocomposite Coating at the Temperatures Range (298-328) K. 

 

4- Conclusıon  

1. The photo-irradiation method effectively synthesized Cu2F2O6 nanoparticles with an 

average size below 70 nm.  

2. The Cu2F2O6 nanoparticles demonstrated excellent corrosion protection for CS, 

achieving a 76% efficiency at 308 K 

3. The nanocomposite coating increased activation enthalpy and energy, as well as the 

pre-exponential factor(A), implying that a greater energy barrier is required for corrosion to 

proceed, and these findings correlate well with the observed improvement in protection 

efficiency due to the nanocomposite coating.
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9.171 -0.182 12.310 9.81288E+27 
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Abstract 

Fingerprints are used as the most widely proofs for individual identification. In this paper, human fingerprints 

have been used to determine and estimate the human age. The Principal Component Analysis (PCA) was used 

for the fingerprint feature extraction method, and a Convolutional Neural Network (CNN) was used for 

classification of the age. A final future vector result from feature extraction process on the tested fingerprint 

image goes to the CNN which classifies the fingerprint image to one of the group age classes by comparing 

final test future vector with the future vectors of database fingerprints. This proposed method is useful in many 

fields for example it used to reduce the search space of suspects in crime investigations. 

Different age groups were formed for training (5-15), (15-25), (25-40), (40-65). All the fingers were used for 

testing and testing purposes. The performance and accuracy of the proposed system were tested on the “Sdumla 

fingerprint and aging databases”. This system achieves 96% accuracy as an average. 

Keywords: Fingerprint, Age Estimation, PCA, CNN. 
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1. Introduction: 

Biometric is the science of finding a person’s from its physical or behavioral 

characteristics using many biometric techniques such as Fingerprints, Hand Geometry, etc. The 

identification or verification of a person can be find from fingerprint. A fingerprint is “the 

representation of the epidermis of a finger; it consists of a pattern of interleaved ridges and 

valleys. Fingertip ridges evolved over the years to allow humans to grasp and grip objects”. 

Fingerprint ridges form through a combination of genetic and environmental factors, like 

everything in the human body. This is the reason of the difference of identical fingerprint twins 

[1]. 

Fingerprint biometric can be employed in commercial, civilian, military, and financial 

institutions. The pattern of ridges on a finger is imprinted to create a fingerprint. A ridge is 

defined as “a single curved segment" while a valley is "a region that lies in between ridges”, as 

depicted in Figure (1). The base elements in a fingerprint pattern, are ridges and valleys.  

In practice, the obtained fingerprint images are rarely flawless. Many factors, such as 

differences in skin and impression conditions at the time of acquisition, can cause them to 

deteriorate and become corrupted with noise elements. Scars, breaks, and excessively dry or 

oily conditions can all be caused by these factors. [2]. 

Age estimation for fingerprint Images are used in many different contexts, such as border 

control, security and defense applications, ambient intelligence applications involving human-

machine interaction, and recognition using soft biometric data. In this area, recent deep 

learning-based techniques have demonstrated encouraging results. The majority of these 

techniques make use of deep networks that have been especially created and trained to handle 

this issue. Regarding strategies for fine-tuning the main advantage consists of the post-

processing step's ease of use and low computational cost. Using a series of pre-trained 

Convolutional Neural Networks (CNNs), the first age estimation study proposes post-

processing methods for features retrieved using the pre-trained deep networks method from the 

input fingerprint image. After reducing the dimensionality of the feature space and performing 

a feature level fusion, the technique uses a Feed-Forward Neural Network (FFNN) to estimate 

the individual's age [3].  

This work is aim to design and implementation of fingerprint age estimation system using 

PCA as a feature extraction method from the fingerprint images and the CNN for classifying 

and recognizing the age from these features. Working in collecting huge samples in each 
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category , gives better results of age estimation. The rest of this paper can be organized as: In 

part 2, a related work to this work will be described, part 3 describe the most important basics 

of the proposed work such as a CNN, fingerprint age estimation principles,  PCA feature 

extraction, preprocessing method, and the performance measurements, part 4 illustrate the 

structure and the implementation of the proposed fingerprint age estimation, part 5 illustrate the 

final results from implementing this system, and finally the important conclusions explained in 

part 6. 

 

 

 

 

 

 

 

Figure 1. (a) Ridges and Valleys in fingerprint image, (b) a magnified part from the fingerprint 

image 

2. Related works 

There are few researchers have worked on age estimation using fingerprints, some of 

these related to this work are: 

In 2013 [4], T. Arulkumaran, Dr.P.E. Sankaranarayanan, Dr.G.Sundari , They suggested 

estimating a person's age using a fingerprint by combining Principal Component Analysis 

(PCA) and 2D-Discrete Wavelet Transform (DWT). The classifier that was employed was the 

minimum distance method. For analysis, 400 fingerprints from people ranging in age from 12 

to 60 were collected. For a trained database, the experimental results are favorable. It was 

discovered that the system performs better when the database population in each category is 

increased. 

In 2015 [5],  Basavaraj Patil G.V and Mohamed Rafi provide a two-method approach for 

estimating the age of a finger print. These techniques include the use of support vector machines 

(SVM) as a classifier and the combination of 2D-Discrete Wavelet Transform (DWT) and 

Principal Component Analysis (PCA) to extract fingerprint features. After undergoing two 

a                               

(a)                                                                    (b) 
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stages of feature extraction, the acquired fingerprint image yields distinct feature vectors that 

are subsequently fused to create a final future vector. By comparing the final future vector with 

the database fingerprints, the SVM assigns the fingerprint image to a recognized age class. This 

technique can help narrow down the suspect search area in criminal investigations. 

In 2017 [6], M.Murali, S.Anusuriya, M.Pavithra, and G.Praveena Using feature points 

and a Convolution Neural Network (CNN), they had presented an enhanced damaged FP 

recognition algorithm. A fuzzy image of fingerprint feature points was proposed as the training 

sample for a fuzzy process of fingerprint feature points. It significantly streamlined the process 

of identifying a predetermined number of matched feature points, but it increased the 

recognition rate for damaged and blurry fingerprints.  

3. Basics 

Since people of different races age at different rates, age group estimation by automated 

systems has been considered a difficult problem by existing methods. Race and genetics are not 

the only factors that influence this; a variety of other factors, including living and working 

conditions, social interactions, and health status, are also important. Algorithms for fingerprint 

identification are widely used worldwide for both security and personal identification. 

Dermatoglyphics are ridges on the skin, such as fingerprints.  Because fingerprints are unique 

and do not change over the course of a person's life, they have been used as a biometric for 

estimating age. The primary dermal ridges (ridge counts) in a fingerprint are created between 

weeks 12 and 19 of pregnancy. Fingerprints are static, and while their size and shape may 

change as people age, their fundamental pattern never changes. Furthermore, there is significant 

variation in the breadth of the human epidermis. There are statistical differences in 

dermatoglyphic features between age groups, ethnic groups, and sexes [7]. Determining the 

unknown's gender and age can help investigators choose the right person from the many 

potential matches. 

3.1 CNN: 

A revolutionary method for pattern recognition and object classification is the 

Convolutional Neural Network (CNN). It has made it possible for computers to outperform 

people in specific image recognition tasks. Prior art CNNs use a series of convolutional/non-

linear layers stacked on top of a classifier to learn object features. CNN can be defined as class 

of deep NNs that is majorly utilized for doing image recognition, object detection, data 

classification, and so on [8]. 
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Typically, CNN has three major layers (repeated layers): fully-connected layer, pooling 

layer and convolutional layer The main aim of convolution is extracting features from input. 

As programmers are going deep in the network, the network will identify extra complex 

features. A revolutionary method for pattern recognition and object classification is the 

Convolutional Neural Network (CNN). It has made it possible for computers to outperform 

people in specific image recognition tasks. Prior art CNNs use a series of convolutional/non-

linear layers stacked on top of a classifier to learn object features. [9]. The pooling layer section 

can decrease the number of the parameters in a case when there are too large images, while 

spatial pooling referred to as down sampling or sub-sampling is reducing the dimensionality 

regarding each one of the maps, yet retaining significant information. SoftMax turn numeric 

output related to the last linear layer of multi class classification NN to probabilities via taking 

exponents regarding every one of the outputs and normalizing every one of the numbers via the 

summation of these exponents, thus the whole output vector will add up to one, all the 

probabilities must add up to one. Frequently, SoftMax was appended to the last layer of image 

classification network including those in CNNs [10]. 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝜎( 𝑧 ⃗⃗  )𝑖 = 
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝑘

𝑗=1

             ……   (1) 

Where: 

𝒛 ⃗⃗  The input vector to the SoftMax function, made up of (𝑧0, ..., 𝑧𝑘) 

𝒛𝒊 
The SoftMax function's input vector consists of all z_ivalues, which can have 

any real value—positive, zero, or negative. 

𝒆𝒛𝒊 

Every component of the input vector is subjected to the standard exponential 

function. If the input was negative, the resultant positive value above 0 would be 

very small; if the input was large, it would be very large. It is not, however, fixed 

in the range (0, 1), which is necessary for a probability. 

∑𝒆𝒛𝒋

𝒌

𝒋=𝟏

 

The term at the bottom of the formula is the normalization term. It ensures that 

the output value of each function will lie between 0 and 1 and add up to one, 

creating a valid probability distribution. 

𝐾 The number of classes in the multi-class classifier. 

The feature map matrix will be converted as vector (𝑥1, 𝑥2, 𝑥3 …). Features are combined 

for creating a model with fully-connected layers. Lastly, there is an activation function like 
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sigmoid or SoftMax used for classifying outputs like trucks, dogs, cats, cars, and so on. Also, 

fully-connected layer was simply, feed-forward NN. The fully-connected layers are forming 

the final few network layers, while the input of the fully-connected layer was an output from 

the final Pooling or the Convolution Layer, that has been flattened and after that fed to the fully-

connected layer [11]. 

3.2 PCA Feature Extraction: 

Principal Component Analysis (PCA) is one of the most effective tools for feature 

extraction and data visualization. Principal component analysis (PCA) is a “mathematical 

process that transforms a number of potentially correlated variables into a smaller number of 

uncorrelated variables known as principal components by mapping data from high dimensional 

space to low dimensional space using linear transformations”. The first few principal 

components of the data contain the most variance. These are the main characteristics that classes 

are modeled after. The distances between eigenvalues during matching are used to compare a 

training and testing model. The total scatter matrix, given N sample images xk, is defined as 

[12]: 

𝑆𝑡 = ∑(xk −  µ)(xk −  µ) T

𝑛

𝑘=1

 ,      … ((2) 

where m ∈ R n is the mean image obtained from the samples. 

After mean centering the data for each attribute, PCA computes the eigenvalue 

decomposition of a data covariance matrix or the singular value decomposition of a data matrix. 

Typically, component scores and loadings are used to discuss PCA results. A vector that is 

multiplied by a constant known as the eigen value as a result of a specific linear transformation 

is known as an eigen vector. For positive eigenvalues, that transformation leaves the 

eigenvector's direction unaltered; for negative eigenvalues, it reverses the direction. To 

determine the eigenvector, each fingerprint in the database is subjected to PCA [13]. 

3.3 Median Filter for Preprocessing: 

The acquired fingerprint image is subjected to image enhancement in order to improve 

the ridge and valley quality. The grayscale input image is transformed into binary. In order to 

improve the algorithms, low-quality fingerprints can be improved. The median filter was one 

of the most popular nonlinear filters for removing noise from fingerprint photographs. The noise 
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is removed by replacing the window center value with the center neighborhood median value 

[14]. 

3.4 Performance Measurements: 

The performance of the proposed work can be assess, using the following standard 

performance indices are defined as follows: 

3.4.1 Peak Signal to Noise Ratio (PSNR): is "an engineering term describing the ratio 

of a signal's maximal power to the power of corrupted noise that reduces the representation's 

fidelity."  It is measured in decibel (dB). 

Given a reference image f and a test image g, both of size M×N, the PSNR between f and 

g is defined by [14]:   

PSNR(f, g) = 10 log10

2552

mse
 (f, g). . . . . . . . (3)   

                     MSE(f, g) =
1

mn
∑ .m

i=1 ∑ (f − g)2n
j=1 . . . . . . … . . . (4)                

Where MSE is “the mean square error between the original and the denoised image”. 

3.4.2 Accuracy: Accuracy is defined as “the proportion of correctly categorized genders 

to all genders, as determined by the following formula” [15] , so a large value of accuracy 

indicates a higher classification rate: 

Accuracy = 
Total No.of correct prediction

No.of input samples  
      ……. (5) 

4. The Proposed System 

A general block diagram of the proposed fingerprint age estimation based on CNN 

method is illustrated in figure (2). Pre-processing Module is to enhances and increases the 

fingerprint quality to improve the system performance using median filter. After preprocessing 

step the fingerprint image goes through one level of feature extraction algorithm using PCA. 

There are two stages to using CNN for fingerprint age estimation image classification: training 

and testing. CNN uses fingerprint image data with both positive and negative samples as input 

during training. The training algorithm solves the problem of separating a set of training vectors 

into two distinct classes. 
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Figure 2. The proposed fingerprint age estimation system block diagram 

The proposed system implemented using a laptop PC with the following properties: 2.2 

GHz Intel (R) i5 (R) CPU, 8 GB RAM and NVIDIA Get Force GT 640M GPU, and using a 

MATLAB 2017 software running on 64 bit Windows 10 professional. The total execution time 

needed to estimate the age from each image was (4.59 - 14.50) s.  

Five fingerprint vein images and fingerprint images taken with five different sensors 

make up the SDUMLA-HMT database used in this system. The database contains actual 

multimodal data from one hundred people. In the summer of 2010, SDUMLA-HMT was 

gathered at Shandong University in Jinan, China. 106 participants of various ages—61 men and 

45 women—participated in the data collection process. Furthermore, research on the sensor 

interoperability of fingerprint recognition—a hotspot in fingerprints—will be enhanced by the 

fingerprint database collected using five sensors [16]. This database contains digital fingerprints 

from four age groups for training and testing purposes. 

5. Results  

The proposed system has been provided with an interface that contains all the tools and 

resources so it will be easy to use by users. The fingerprints database is the source of fingerprint 

age estimating system which are grouped based on the ages. Four age groups are formed for 

testing (5-15), (15-25), (25-40), (40-65). These four groups with the fingerprint images of these 

ages are made to go through the feature vector extraction steps. With the exception of the 

database's groups changing, every step stays the same. The feature vector of the query 

fingerprint also is obtained after the feature extraction process. Such that the feature vectors of 

the query fingerprint are now prepared for the CNN classification procedure. 
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In the next step the obtained PCA feature vectors was used to create a single fingerprint's 

final feature vector. In a similar manner, all of the fingerprint image feature vectors in the 

database are compiled into a database feature vector.  

The fingerprint images experimented using median filter, The quantitative results have 

been given in Table (1) for four sampled images. From table (1) it can be seen that the PSNR 

value of four images are tested, and as seen in figure (3), fingerprint images are best suited for 

applying the median filter. 

The main goal of using a Principal Component Analysis (PCA) is to reduce dimension 

and enhance class separability, such that to gives an improved performance in age estimation. 

The implementation of feature extraction algorithm using PCA can be illustrated as shown in 

figure (4).   

Table 1.   PSNR value for 4 types of age group images 

 

 

 

 

 

 

 

The time of the database feature vector extraction process is short time (From 2-4 second). 

Part of the fingerprints image database were used for training purpose and the rest was used for 

testing purpose.  

The experiment results for this work can be obtained after pass the following steps: 

Fingerprint image 

more than one 

sample 

Age Groups 

5-15 15-25 25-40 40-65 

PSNR value 53.505% 54.234% 55.364% 55.163% 

 

Figure 3.  PSNR value comparison for four types of age group images 
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Step One – Training: From the fingerprint image database, thirty (30) images has been 

selected. The proposed system was trained using the PCA approach, to obtain the Training 

Feature Vector. 

Step Two - testing images: Twenty-five (25) images has been selected for each class (5-

15), (15-25), (25-40) and (40-65) from the (100) fingerprint image database. To obtain the 

Testing Feature Vector, the images has been processed using PCA approach. 

In the testing phase, fingerprint images are used to extract core points and candidate core 

points. A feature vector is then extracted for each point. 

Step Three - Classification: The CNN classifier was used to enhance class separability 

as shown  in figure(4). 

Table  (2) show the results of samples for the selected of 10 fingerprint images from the 

age group of (5-15), (15-25), (25-40) and (40-65) years such that the proposed system can 

estimate the age group. The time function in MATLAB is used to determine the execution time 

in seconds for the system's processes. Each fingerprint image has a different execution time for 

any given process; Tables (2) show that the database's execution time is short. 

To evaluate the age classification accuracy the accuracy equation is implemented for 

training and testing the algorithm on in Sdumla database, such that 30% was used for training 

and 70% for testing arranged in four age groups: 5–15 → (25 fingerprints), 15–25 → (25 

fingerprints), 25–40 → (25 fingerprints), 40–65 → (25 fingerprints). The result showed in table 

(3) and in table (4). 

The maximum success rate is 98% achieved for the age group (15-25) years and is 

therefore helpful for investigating crimes because the crime rate for this group is higher than 

that of other groups. Tables (3), and (4) shows the descriptive statistics of sample dataset. 28 

fingerprints has been used for training and 100 for testing. The little fingers, ring finger, middle 

finger, index fingers and thumbs are used for training and testing purpose. 

Finally, system was used to classify the images into one of four major groups. The groups 

are: Group1 is (5 to 15 years), Group2 is (15 to 25 years), Group3 is (25 to 40 years) and Group4 

is (40 to 65 years). The robustness and the accuracy of the proposed system was tested on the 

Sdumla, fingerprint and aging databases. Figure (5) shows the diagram for all the four age 

groups classification. According to experimental results, there may be instances where 
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fingerprint growth is out of proportion to age, resulting in an overlap between the fingerprints 

of the various age groups. 

Table 2. Results of using CNN classifier for a  sample person for age groups (5-15), (15-25), (25-

40), and (40-65) 

input Fingerprint 

image 

Age Group Age Estimation Time (second) 

 5-15 (5-15) year 9.45s 

 15-25 (15-25) year 6.933s 

 5-15 (5-15) year 6.45s 

 15-25 (15-25) year 4.664s 

 15-25 (15-25) year 4.627s 

 15-25 (15-25) year 4.75s 

 25-40 (25-40) year 5.668s 

 25-40 (25-40) year 5.73s 

 25-40 (25-40) year 6.627 s 

 40-65 (40-65) year 4.668s 

 40-65 (40-65) year 5.661s 

 40-65 (40-65) year 5.730s 
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Figure 4.The result of the age estimation process PCA and (Classification CNN) in GUI  

Table 3. Statistics of the samples (Training): 

Descriptive Statistics Age groups 

 5-15 15-25 25-40 40-65 

Accuracy 95.02% 95.05% 95.03% 93.09% 

No of Images 7 7 7 7 

 

Table 4. Statistics of the samples (Testing): 

Descriptive Statistics Age groups 

 5-15 15-25 25-40 40-65 

Accuracy 96.02% 98.08% 95.04% 95.07% 

No of Images 25 25 25 25 
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Figure 5. The graph of the Accuracy to age classification 

6. Conclusions 

In this paper, a system for estimating the person age through their fingerprint’s images 

was proposed. The fingerprint goes through one level of PCA feature extraction, and using 

CNN for age classification. From experimental results it can be conclude that, after using the 

median filter, the PSNR values of images are properly similar group (5-15) 53.505, (15-25) 

54.234, (25-40) 55.364, (40-65) 55.163. Also the results show that the proposed system 

achieved satisfactory performance for fingerprint images dataset, and the maximum success 

rate is 98% that achieved for one of the age groups and 96% as an average. Finally a short 

execution time (from 4-15 s) can be obtained from experiments. 
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Abstract 

Many scientific studies have demonstrated and supported the efficacy of probiotic bacteria as a preventative 

measure and a treatment for gastrointestinal problems in both people and animals. These bacteria find 

application in both clinical and veterinary settings. Nutritional intolerances (such as lactose intolerance) can be 

alleviated, macro and micronutrient bioavailability can be increased, and allergy reactions in vulnerable 

individuals can be reduced with the help of probiotics. The digestive tract was vital for nutritional absorption 

and digesting, as well as for keeping the mucosal barrier intact. The physiology of the animal was severely 

disrupted when a population of commensal bacteria was found in its gastrointestinal system. In the gut, 

probiotics make it harder for infections to survive by competing with them for resources and receptor-binding 

sites. And, bacteriocins, probiotics can also serve as anti-microbial agents, lowering pathogenic bacteria. 

However, probiotics help gut's immunological response and tight junction protein expression (such as blocking 

and claudin 1), which in turn improves barrier of the mucosa. Increasing the use of probiotics in digestive 

illnesses, there are several conditions that can be avoided or reduced, such as Irritable Bowel Syndrome (IBS), 

Small Intestinal Bacterial Overgrowth (SIBO), Pseudomembranous colitis, Inflammatory Bowel Disease 

(IBD), diarrhea, and the eradication of Helicobacter pylori. 

Keywords:   Probiotics, Digestive System, IBS, Microorganisms. 
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1. Introduction 

The term "probiotic" was initially coined by Kollath in 1953. He was described probiotics 

as living organisms that serve vital roles in enhancing several parts of health. According to the 

(FAO) and (WHO), these bacteria can provide health benefits to the creatures that they inhabit 

when properly handled (1).  

By looked examined several bacteria that may be probiotics, including those from the 

Pediococcus, Lactococcus, Enterococcus, Streptococcus, Propionibacterium, and Bacillus 

genera. Common strains include those of the bacterial families Bifidobacterium and 

Lactobacillus, which have different but complementary effects on human health. They bio 

transform mycotoxins into riboflavin and food, produce vitamin K and folate (2), and digest 

undigested fiber in the colon (3), among other things. They detoxify xenobiotics and 

environmental contaminants. By teaching the host immune system to regulate its reaction and 

limiting the binding sites on mucosal epithelial cells, probiotics protect the intestinal barrier 

from harmful bacteria (4). The benefits of probiotics have been associated with changes in gut 

flora, alleviation of food intolerances (such as lactose intolerance), increased macro and 

micronutrient absorption, and a decrease in allergic reactions in people who are prone to them 

(5). The digestive tract was essential for nutritional absorption and processing, as well as for 

keeping the mucosal barrier intact (6). Possible methods of modifying the gut microbiota 

include antibiotics, prebiotics, fecal transplant management, and probiotics (7).  

The host's health was negatively and positively affected by the metabolic function of the 

gut microbiome. Irritable bowel syndrome, ulcers, antibiotic-associated diarrhea, and 

inflammatory bowel disease are many chronic and acute clinical illnesses that can arise from 

an imbalance in the microflora, often known as eubiosis (8). Furthermore, other studies have 

provided evidence that suggests microbial dysbiosis play a crucial role in the development some 

malignancies in humans. (9), especially GI cancers (10). Revitalizing Gut Health Managing 

gastrointestinal illnesses with microbiota might be a feasible method. Potential benefits of 

probiotics include a more robust immunological microenvironment, increased enzyme 

(Lactase) synthesis, and a more diverse and abundant microbial community (11). An alternate 

medicinal application of beneficial probiotics on the digestive system is briefly discussed in 

this article. 
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2. Reviews of the literature  

2.1. Probiotics 

Élie Metchnikoff, a Russian Nobel laureate, popularized the term "probiotic" to describe 

her theory that introducing certain beneficial bacteria into the gut microbiome might have health 

benefits and even extend life expectancy (12). The concept reflected what probiotics are all 

about: bacteria that are practical, good to health, and inclusive of a wide variety of uses (13). In 

a position statement, (14). The name "probiotic" was used interchangeably in the food and 

supplement industries, leading to some confusion, therefore it was crucial to define the 

principles for probiotics. There are specific requirements that a probiotic strain must meet 

before it can be considered for use.  

These include having been shown to be safe in at least one human research, and the 

product must be able to give the dose that was examined and be viable until it expires. Now 

that new "biotic" has entered the world language, it was especially helpful to clarify the basic 

requirements necessary for this term (15). Figure 1 shows that several disorders, including 

cancer, and other disorders. Included a variety of research on the use of probiotics in various 

illnesses. Probiotics were initially characterized by Lilly and Stillwell, though they had likely 

been around for decades (17,18). Live bacteria that, when administered in adequate doses, 

benefit the host's health are known as probiotics, according to the Food and Drug 

Administration (19).  

An additional International Scientific Association for Probiotics and Prebiotics (ISAPP) 

panel revisited the word "probiotic" and reached a consensus in support previous definitions 

(20). They discussed the regulatory implications of four categories of composites or products 

that included living microbes and were designed for human consumption:1. Products that claim 

to include living or active cultures, such yogurts, do not necessarily give any health benefits 

unless proof of such a benefit is supplied 2. An unlabeled probiotic supplement or meal items 

of this kind boast that they "contain probiotics." Assuming they are safe, they have shown 

promise for improving human health in general. According to certain authorities, the word 

"probiotic" was considered an implicit health claim based on the criteria given above.  

As a result, it was illegal to be used until there was satisfactory evidence of a health 

benefit (21). Important for the definitions. To be considered for this category, a product must 

provide strong proof of a certain health (22; 23). a. Information on the strain or strains used in 

a probiotic blend b. Recording of the association between health and what was thought to be a 
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positive physiological impact on the intended audience c. Proof the biological activity of the 

body. This must now meet all regulatory standards to be licensed as a medication in the US and 

internationally. In the USA, at 1994 classified probiotics as foods if their intended use was as 

dietary supplements (category 1-3 above) and not as drugs.  

The DSHE Act of 1994 exempted dietary supplements from FDA review prior to 

marketing, provided they met the standards of Current Good Manufacturing Practice and 

provided evidence of safety. It is mandatory to notify the Food and Drug Administration of any 

serious adverse events (24). Other regulatory forms' approaches to nonfood probiotics ranged 

widely, from labeling them as biological agents or medications to functional foods. There was 

hardly any error in the others (25).  

There were outcomes according to the present probiotic definition. The emphasis on 

"live" creatures and the insistence on consulting "a health advantage on the host" were two 

subjects that received extra attention. First, although it was widely accepted that some animal 

studies had shown that dead bacteria or even bacterial components or products (26-28) might 

produce a variety of anti-inflammatory and anti-infective benefits in people, this was not always 

the case.  

This part of the definition will need to be clarified or the word will have to be left 

unregulated altogether because it looked unlikely that the effects of probiotics on people will 

be restricted to living organisms. All biologically active components originating from the 

microbiota were originally going to be referred to as pharmabiotics. Secondly, it was clear from 

the definition's later section that reliable clinical trial results are required to support any clinical 

claims in humans, whether they pertain to health enhancement or illness treatment (29).  

Synbiotic 

A "synbiotic" refers to a blend of prebiotics which are a group of nutrients that are 

degraded by gut microbiota. and probiotic microorganisms. The goal is to enhance the efficacy 

of the probiotic and promote the growth of the beneficial bacteria that were already present 

(29). 
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Figure 1. Benefits of probiotics for health (20). 

2.2. Mechanisms of action 

Although probiotic research had progressed, a significant step toward understanding how 

they work remained unmet. By enhancing intestinal barrier functioning, producing 

neurotransmitters, competitively excluding pathogens, and modulating the host's immune 

system, probiotics good for human body. Pathogens have a harder time surviving in the gut 

when probiotics compete with them for nutrition and sites of binding (30). Probiotics reduced 

harmful gut bacteria by acting as anti-microbial agents and invasion of pathogenic bacteria (31), 

and bacteriocins (32).  

Additionally, probiotics boost the function of barriers by modulating the gut immune 

response, increasing mucin protein synthesis (33) (34). Dendritic cells (DC), macrophages (M), 

and B and T lymphocytes were all influenced by probiotic regulation of the immune response, 

both innate and adaptive (35). In addition, these microbes may be involved in the production of 

neurotransmitters by probiotics. Some probiotic stains may alter levels of serotonin, GABA, 

and dopamine, which in turn may influence gastrointestinal motility, stress circuits, behavior, 

and mood (36). Fig 2 (37) 
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Figure 2. Probiotics mechanisms of action (37). 

2.3. Microorganisms used as probiotics 

In addition to preventing gastric ulcers, inhibiting the progression of disease, and 

stimulating the immune system both locally and systemically, probiotics have many effects, 

such as influencing the incidence of colorectal cancer and infectious diseases and allergies.  

The manufacturing and preservation of foodstuffs, particularly dairy products, also made 

use of probiotics (38). Lactobacillus and Bifidobacterium are two types of microbes that should 

be addressed. These were of utmost importance because of their bacteriostatic action and their 

capacity to modulate the immunological function of the intestines. They produce enzymes 

including glucose-6-phosphate and lactate dehydrogenase, which enhance the bioavailability of 

dietary items. They also participate in the production of vitamin K and B vitamins (39). 

2.4. Sources of probiotics 

To improve consumer health and create novel probiotic products, it was necessary to 

isolate probiotic microbes from food. Many criteria determine whether microorganisms isolated 

from food have probiotic potential. These include the microbes' capacity to survive in the GI 

tract, colonize the intestinal tract, and create health-promoting metabolites (40).  

The sources of probiotic bacteria in food were illustrated in Figure 3. Human probiotics 

often originate in dairy products, while animal probiotics were derived from the animals' own 

digestive systems (41). It was thought that probiotics derived from "unconventional sources" 

would gain in popularity. More and more people were looking for alternatives to dairy products 

to avoid consuming probiotics. In search of possible probiotics, we looked for bacteria in 
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unusual places, including the air, soil, and non-intestinal sources of fermentation, as well as in 

unfermented foods (fruits and vegetables) (42). A few writers have also noted the critical 

importance of collecting wild-type bacterial strains to diversify the library of LAB strains used 

in innovative product development (43).  

 
Figure 3. Probiotic microorganisms' source in food (41). 

2.5. Repercussions in GI Disorders and Symptoms 

While there is compelling data suggesting that the microbiota contributes to the 

development of several gastrointestinal illnesses and that prebiotic and probiotic qualities may 

be advantageous in treating these problems, the effectiveness of these interventions in clinical 

trials is presently only supported by limited evidence. Although there is an abundance of 

research, the lack of a standardized clinical design and the fact that studies differ in the products 

and formulations utilized, the study populations, and the outcomes have made it difficult to 

draw meaningful conclusions. This review does not aim to include all research on prebiotics, 

probiotics, and symbiotics for all gastrointestinal illnesses (44).  

Systematic reviews of randomized trials or n-of-1 trials provided one degree of evidence, 

while mechanism-based reasoning provided the lowest level. In order to construct this grading 

system, the Oxford Centre for Evidence-Based Medicine (45). Level 1 indications for a specific 

probiotic or probiotic cocktail included avoiding antibiotic related diarrhea in different clinical 

evidence, lowering Helicobacter pylori eradication therapy side effects, preventing after 

operative sepsis in patients having high gastrointestinal disorder, keeping pouchitis in 

reduction, and reducing lactose maldigestion symptoms. Level 1 was obtained by lactulose in 

the therapy of liver encephalopathy, the only indication for prebiotics. Even though there are 
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additional systematic evaluations that supported the perfect effects of probiotics across a range 

of clinical situations, most of them are cautious when it comes to recommending them or cannot 

distinguish between species in terms of effectiveness because of data constraints (44). 

2.5.1. Irritable bowel syndrome 

When the make-up of the GIT microbiota changes, it can lead to (IBS). These case affects 

10–20% of the people in developing nations. A person's style of life is greatly affected by the 

produced bain, which is abdominal pain due to decreased bowel activity, and frequent bloating 

(46). Constipation or diarrhea, bloating, gas, an increased need to defecate. Separation of (IBS) 

into types based on stool consistency study revealed three main manifestations: constipation, 

diarrhea, and a mixed type, unclassified type. The best approach to treating irritable bowel 

syndrome (IBS) is a multidisciplinary team effort that incorporates pharmaceutical and non-

pharmaceutical measures.  

Diastolic and antidiarrheal medications, gas-limiting agents, laxatives (lactulose), and 

spasmolytic and cholinolytic medications are all part of the pharmacological therapy (47). 

Patients were educated and encouraged to adjust their lifestyle, diet, and psychotherapy as part 

of the non-pharmacological treatment.  

Due to a beneficial impact on the digestive system and makes defecation easier, modest, 

personally adjusted physical exercise should be the first thing modified after an irritable bowel 

syndrome diagnosis. Exercising regularly also lowers stress levels, which plays a role in illness 

onset and progression (48). Probiotics have been recognized as an increasingly important factor 

in combating symptoms of (IBS). Small intestinal bacterial overgrowth (SIBO) occurs when 

there is an excessive proliferation of primarily anaerobic bacteria in the jejunum of the small 

intestine.  

This happens because the protective systems in the digestive tract are weakened. 

Furthermore, an elevated gastric pH is no longer able to sustain the optimal equilibrium of 

bacterial colonization in both the stomach and intestines. One factor contributing to the 

retention of an overabundance of germs in the small intestine is disorders of gastric motility. 

An imbalance in the production of immunoglobulin A (IgA) and mucus, together with ileocecal 

valve failure that allowed colonic bacteria to enter the small intestine, resulted in an absence of 

substances that strengthened microorganisms, leading to overgrowth of bacteria in the 

intestines. Gas, bloating, diarrhea (often watery or fatty), stomach discomfort, and weight loss 

were common clinical signs. Additional symptoms of the condition due to vitamin deficiencies 
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include neurological abnormalities, oedema, rickets, osteomalacia, and tetany. Issues with the 

immune system can lead to the development of parenteral symptoms such as redness, ulcers, 

inflammation of the osteochondral system, dermatitis, and inflammation of the kidneys and 

liver (49). 

2.5.2 Excessive proliferation of microbes in the small intestine 

An overabundance of mostly anaerobic bacteria in the jejunum because of compromised 

gastrointestinal defense systems is known as small intestinal bacterial overgrowth (SIBO). It is 

a breakdown in the delicate equilibrium between the bacterial colonization of the stomach and 

intestines due to an elevated gastric pH. Retentive extreme bacteria in the small intestine were 

influenced by disorders of stomach motility. Overgrowth of bacteria in the small intestine can 

be attributed to ileocecal valve malfunction, an imbalance in the production (IgA) and mucus, 

and a lack of substances that strengthen bacteria (50). Diarrhea (which can be either watery or 

fatty), gas, bloating, decreased appetite, and stomach discomfort are common clinical 

manifestations.  

Vitamin shortages are another complication of the condition that can lead to rickets, 

osteomalacia, tetany, swelling, and neurological abnormalities. Ulcers, redness, inflammation 

of the osteochondral system, dermatitis, and inflammation of the kidneys and liver are all 

symptoms that might manifest as parenteral infusions when there is an immunological 

imbalance (51).  Treatment for SIBO includes antibiotic medication, dietary changes, 

probiotics, supplementation with missing nutrients, and a reduction in the overabundance of 

bacteria in the intestines. Since there is a wide variety of microbes that might cause 

gastrointestinal problems, it is important to target both aerobic and anaerobic bacteria with 

antimicrobial treatment.  

A wide range of medications should be used for this purpose. A low-lactose diet was 

frequently suggested to patients as a means of easing common gastrointestinal issues. Reducing 

dietary fat and, if desired, supplementing with medium-chain triglycerides fatty acids (MCT) 

were both essential. Deficiency supplementation with iron, fat-soluble vitamins, and vitamin 

B12 was another critical part of the therapy.  Considering nutritional supplements is a good idea 

in cases of severe malnutrition and weight loss. An integral part of illness therapy is the use of 

probiotics, particularly Lactobacillus strains, which have been shown to successfully back up 

normal flora following antibiotic therapy and extend the duration of disease (52). 
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2.5.3 Pseudomembranous colitis 

C. diff induced pseudomembranous colitis; whereby antibiotic therapy disrupted normal 

gut flora. Because of their surroundings', hospitalized patients were more likely to get C. diff, 

which most frequently caused distress for these patients. Once within the body, Clostridium 

difficile causes diarrhea and pseudomembranous colitis by multiplying and releasing toxins. 

Risk factors for the condition include being older, having surgery on the gastrointestinal system, 

having chronic inflammatory bowel disease, using rectal thermometers, or being on enteral 

nutrition (53). Pseudomembranous colitis is the most severe kind of C. diff infection; its main 

symptoms, consequences, and clinical picture are as follows: Another treatment option that was 

considered throughout the later illness decreases was fecal microbiota transplant (FMT). After 

the normal therapy failed, this kind of treatment was suggested.  

The goal of FMT, an alternate treatment for C. diff infections, was to reestablish healthy 

microbiota and intestinal function by inoculating patients with fresh bacteria from a healthy 

donor. Bowel illnesses characterized by inflammation Ulcerative colitis (UC) and Crohn's 

disease (CD) were forms of (IBD) whose causes remained unclear. Acute exacerbation and 

remission are common features of the illness progression. IBS and its sequelae have gut 

microbiota problems as a contributing factor. Therapy efficacy and reduction maintenance were 

both enhanced by avoiding pathogenic alterations in microbiota (54).   

2.5.4. Helicobacter pylori eradication 

A ubiquitous resident of the stomach mucosa, Helicobacter pylori has been linked to 

gastric ulcers and gastric malignancies. On the other hand, H. pylori served a dual purpose: it 

was discovered that children who were in touch with the bacterium had a lower chance of 

developing atopic dermatitis (55). It has been designed that eliminating H. pylori due to 

associated with a higher likelihood of developing obesity (56).  

Eliminating carriers was necessary due of its infectious nature. Research on the 

antagonistic effects of probiotics, especially Lactobacillus, on H. pylori in animals and in vitro 

has not been confirmed in human trials. Therefore, probiotics should not be thought of as a 

substitute for conventional treatment (57). Given the possible beneficial function of the 

organism, it may be better to use strains such Lactobacillus johnsonii La1 (58), which has been 

found to decrease H. pylori populations and activity. While not a cure-all, research shows that 

probiotics can improve traditional medication by lowering adverse effects, increasing 

compliance, and increasing success rate (72% vs. 82%) (59). In their consensus report on H. 
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pylori therapy, the experts at Maastricht IV also recommended this (60). Using S. boulardii is 

recommended (with a recommendation grade of D) in the Maastricht IV report. Similar 

processes to those for autoimmune Addison's disease (AAD) risk reduction may explain the 

beneficial impact of some probiotics on H. pylori eradication, but other variables appear to be 

involved as well. 

 2.6. Prebiotics 

Essential in the battle against pathogens, prebiotics alleviated symptoms of allergies, 

decreased the likelihood of contracting Clostridium difficile, and eased the symptoms of 

travelers' diarrhea. IBS illness was also treated with prebiotics (61). Functional foods were the 

most prevalent source of prebiotics in the food supply. Every part must be just right for it to be 

considered a prebiotic food. To begin, foodstuffs must be impervious to the digestive enzymes 

found in the mouth, pancreas, and intestines. In addition, the gut microbiota might ferment it, 

which would promote the expansion and activity of the host's beneficial bacteria and aid in 

maintaining the host's health (62). Vegetables, fruits, cereals, nuts, seeds, and legumes are good 

sources of dietary fiber, which includes plant cell wall components such cellulose, 

hemicellulose, pectin, gums, and non-starch polysaccharides like lignin (63).  

There were two types of dietary fiber, soluble and insoluble, each with its own unique 

role. The proper functioning of the digestive system is mostly impacted by insoluble dietary 

fiber (64). It increased the amount of stomach contents by binding water, which in turn 

enhanced peristalsis by irritating the walls of the large intestine. However, soluble dietary fiber 

helped treat diarrhea by releasing intestinal channel mucus and delivering energy to colonocytes 

through prolonged bacterial fermentation. The metabolism of lipids was also positively affected 

by dietary fiber (65). Numerous foods, including wheat, chicory, sunchoke, onions, garlic, 

tomatoes, and bananas, contain fructose polymers called fructtooligosaccharides (FOS).  

One of the key prebiotics in these foods is oligofructose. Many "light" goods employ FOS 

as a sweetener alternative because of their subtle sweetness. In addition, fermented milk 

products include them. Oligofructose decreases the water activity of goods due to its 

hygroscopic qualities. According to estimates, the amount of Bifidobacteria in feces increases 

5-10 times when 4-15 g of this drug is given to the body. This is because the proliferation of 

Bifidobacteria in the colon is caused by their digestion of fructooligosaccharides. Furthermore, 

Bifidobacteria dominance in gut microbiota was achieved even after a brief period of 

consuming a diet high in these components (66). 
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2.7. Novel Approaches Improving Probiotic Stability 

Biofilms and lipid membranes are two novel approaches that can enhance the probiotics' 

stability (67). The formation of biofilms can be triggered by a variety of mechanisms governed 

by components of the extracellular matrix, which in turn are impacted by environmental 

variables and the reactions of bacterial communities (68). Biofilms are a promising new 

material for probiotic coatings due to their dual role as a physical adhesion enhancer and 

protective barrier. Applying a Bacillus subtilis biofilm on the surface of probiotics increased 

their distribution by 125 times, suggesting that bacterial biofilms might be utilized for 

gastrointestinal administration (67).  

Currently, there exist uncomplicated and efficient methods for preserving probiotics, 

enabling the expedited creation of probiotic formulations in a significantly reduced timeframe, 

while safeguarding them from harsh conditions. Past research has shown that bacterial lipid 

membranes may be produced by vortexing E. coli and Staphylococcus aureus with a mixture 

of dimethyl benzoic acid and cholesterol (69). Their intestinal bioavailability rose fourfold, and 

the self-assembly process had no effect on the bacteria's bioactivity.  

The results show that bacteria covered with supramolecular self-assembly are effective, 

and this method has promise for delivering probiotics. Intriguingly, the application of edible 

nanoparticles which did not harm the food matrix in any way—restored the bioavailability of 

the food's bioactive components and improved the compatibility of those components (67). 

Nanostructured particles offered an alternative to traditional methods of creating individualized 

probiotic delivery systems by allowing for the customization of pore size and breadth, which 

slowed the pace of release inside the digestive tract's hostile environment (68). 

Conclusion 

The articles propose that probiotics have health advantages in terms of preventing and 

decreasing the occurrence of various diseases, such as IBS, SIBO, Pseudomembranous Colitis, 

IBD, diarrhea, and the reduce of Helicobacter pylori in relation to the use of probiotics in 

digestive disorders. 
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Abstract 

Pasta is a dry, hollow pastry, made from cereals such as wheat, rice, barley. It is a diet rich in carbohydrates for 

various age groups. Pasta’s natural and synthetic radionuclide concentrations measured four samples from 

various locations were selected from the Baghdad city markets. The uranium - radium and thorium series ⁴⁰K 

and ¹³⁷Cs gamma emitter radionuclides have been measured for concentration using the high purity Germanium 

detector (HpGe). Every sample's spectrum was examined for two hours. The following was the range of 

particular activity for the radionuclides under study: ²³⁸U, ²³²Th, ⁴⁰K, and ¹³⁷Cs have average concentrations of 

15.58 Bq/kg, 0.63 Bq/kg, 12.93 Bq/kg, and 0.22 Bq/kg, respectively. The amounts of ²³⁸U, ²³²Th, ⁴⁰K, and ¹³⁷Cs 

that correspond to the yearly effective dosage external AEDE are 7.9 mSv.y⁻¹, 2.6 mSv.y⁻¹, 1.6 mSv.y⁻¹, and 

0.306 mSv.y⁻¹. 

Keywords:   Natural radioactivity, Gamma spectroscopy, Annual effective dose, Thorium, Uranium . 
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Introduction: 

Natural and man-made radioactivity are the two main categories.  Natural radioactivity 

can be generated by either Earth's crustal radioactive elements or alien sources. Research 

centers, industrial facilities, and nuclear power plants all emit a substantial amount of artificial 

radioactivity. [1]. Numerous radioisotopes can be found in nature; they were created both 

during solar system formation and as a result of cosmic rays interacting with atmospheric 

molecules. The ionizing radiation that permeates the natural world continuously is known as 

background radiation. Food and drinking water both naturally contain trace levels of radioactive 

materials. For example, radioactive materials are commonly found in soil and ground water 

used for vegetable cultivation. These minerals cause internal exposure to natural radiation once 

consumed.  

The chemical and biological characteristics of naturally occurring radioactive isotopes, 

including ⁴⁰K and ¹⁴C, are identical to those of their non-radioactive counterparts. Our bodies 

are constructed and maintained with the help of these radioactive and non-radioactive materials. 

Naturally occurring radioisotopes are ubiquitous in many foods and cause us to be exposed to 

radiation all the time. Activities involving radioactive material and medical procedures also 

expose people to radiation created by humans. Nuclear reactors produce radioisotopes as a by-

product, and devices like cyclotrons can also make radioisotopes.  

The domains of nuclear medicine, biochemistry, manufacturing, and agriculture all 

make extensive use of man-made radioisotopes [2]. To provide humans with an adequate level 

of protection, the radioactivity level would be monitored and the radiation threats would have 

to be assumed. This study's objective is to determine the radioactivity of commonly used pasta 

samples in Baghdad and assess the potential health risks associated with them. Pasta samples 

were gathered and the activity of ²³⁸U, ²³²Th, ⁴⁰K and ¹³⁷Cs content have been measured by using 

γ-ray spectroscopy [3]. 

Material and Methods  

1. Sample collection and preparation 

For this investigation, a total of six pasta samples were taken from the local market in 

Baghdad, Iraq, and their natural and artificial radioactivity was analysed.  Since pasta is 

originally dry and moisture-free because it is vacuum-packed, the samples were first ground 

into powder and sieved to create homogenous samples. Each sample was then weighed and put 



Full Text Book of International Rimar Congress of Pure, Applied Sciences 4 

 
 

 

111  

 

into a bag with a corresponding label, and the samples were then measured and put into plastic 

flasks, with a final weight of 0.5 kg. 

2. Sample counting 

The natural and artificial activity of pasta samples were measured by using detector high 

purity germanium (HPGe) with efficiency 40% and the spectra for each sample were analysed 

for (3600 sec) [4]. 

The system was calibrated for energy by using isotope ⁶⁰Co with resolution of (2.0 keV) 

at 1173, 1332 keV respectively. The energy calibration of spectrum for isotope ⁶⁰Co of the 

detector system is displayed in Figure 1 [5, 6]. 

The activity concentration can be calculated by using equation: 

                   𝑨 =
𝒄

𝒎.𝑰.𝜺.𝒕
     …………….   (1) 

 

In this context, A represents the specific activity concentration in Bq/kg, C stands for the 

net area under the curve, m for the mass of the sample in kg, I for the efficiency and emission 

possibility of γ-ray, and ε for the absolute efficiency at energy intake.  The units of measurement 

are E and t. (sec). 

 
Figure 1. A calibration spectrum for ⁶⁰Co source 

         

Results and Discussion  

The pasta samples exhibit low and high levels of radioactivity for various detected 

radionuclides; the activity concentration of the pasta has been measured, and the findings have 

been organized in Table 2, 3 correspondingly. The coding samples of various local sites are 

displayed in Table 1. According to the results, sample A2 had the highest radioactivity of ²⁸U 
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at 17.34 Bq / kg, while sample A1 had the lowest activity concentration at 13.4 Bq / kg. The 

average mean value of radioactivity levels was 15.58 Bq / kg. For ²³⁸Th, sample A1 had the 

highest value at 0.92 Bq / kg, and sample A3 had the lowest value at 0.34 Bq / kg with an 

average mean value of 0.63 Bq / kg. With an overall mean value of 12.93 Bq / kg, the activity 

for ⁴⁰K varied from 10.3 Bg / kg in sample A3 to 14.43 Bq / kg in sample A1. In sample A2, 

the activity concentration of ¹³⁷Cs was as low as 0.14 Bq / kg, while sample A4 had the highest 

value of 0.35 Bq / kg, with an average of 0.22 Bq/ kg. Figures 2, 3, 4 and 5 show sample 

numbers in relation to activity concentration. 

Table1. Coding of sampling Location 

  

 

        

 

 
Table 2. Activity concentration of different natural and artificial isotopes²³⁸ U, ²³²Th, 

⁴⁰K, ¹³⁷Cs in (Bq/kg) for the pasta samples 

Sample's Code ²³⁸ U Bq / 

kg 

²³²Th Bg/ kg ⁴⁰K Bq / kg  ¹³⁷Cs Bq / 

kg 

A1 13.4 0.92 14.43  0.27 

A2 17.34 0.58 13.2 0.11 

A3 15.54 0.38 10.3 0.14 

A4 15.62 0.63 13.82 0.35 

Average 15.58 0.63 12.93 0.22 

            

 

 
Figure 2. Activity concentration of ²³⁸U  
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Figure 3. Activity concentration of ²³²Th 

 
Figure 4. Activity concentration of ⁴⁰K 

 
Figure 5. Activity concentration of ¹³⁷Cs 
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Table 3. Absorbed dose rate in pasta samples of different natural isotopes 

 

 

 

 

 

The average value of ²³²Th 2.6 mSv/y with range between 1.59-3.86 mSv/y and the 

average value of ⁴⁰K 1.6 mSv/y with range between 1.49-1.63 mSv/y are all measurements with 

the natural limits. Compute the Annual Effective Dose Equivalent, or AEDE, internal using 

equation 2 and is shown in Figure 6 Table 4 displays the average value of ²³⁴U 7.9 mSv/y with 

the highest value of 8.85 and the lowest value of 6.84. 

 𝑨𝑬𝑫𝑬(𝑺𝒗. 𝒚−𝟏) = 𝑨𝒃𝒔𝒐𝒓𝒃𝒆𝒅 𝒅𝒐𝒔𝒆(𝒏𝑮𝒚 𝒉⁄ ) ⨯ 𝟖𝟕𝟔𝟎 𝒉 𝒚⁄ ⨯ 𝟎. 𝟕(𝑺𝒗 𝑮𝒚⁄ ) ⨯ 𝟎. 𝟖 ⨯ 𝟏𝟎⁻⁶ ………… (2) 

 

 

      Figure 6. The Annual Effective Dose Equivalent AEDE internal of ²³⁸U, ²³²Th, ⁴⁰K for pasta samples 

 

The estimated ¹³⁷Cs values in 4 samples of pasta with average value 0.306mSv/y and the range 

of measurements between 0.142-0.492 mSv/y as shown in table 4 and Fig 7 [8, 9, 10, and 11]. 
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Table 4. Absorbed dose rate in pasta samples of ¹³⁷Cs 

 

Sample's Code AEDE ¹³⁷Cs 

A1 0.335 

A2 0.492 

A3 0.142 

A4 0.256 

Average 0.306 

 

 

 

 Figure 7. The Annual Effective Dose Equivalent AEDE internal of ¹³⁷Cs for pasta samples 

 

Conclusion  

The following is a list of the most important discoveries: 

1. The results might be seen as an indication of the amounts of natural background 

radiation that have been monitored.   

2. The activity concentrations of ²³⁸U, ²³³Th, ⁴⁰K, and ¹³⁷Cs sample locations were found 

to be within the global range, and the yearly effective doses were found to be within 

the world median ranges during examination.  

3. The measurements were conducted with utilizing of a HpGe detector. 

4. The maximum effective dosage per year that remains within the international safety 

standards. 
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